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ABSTRACT

Recent observations show that some outlet glaciers in Greenlandhtardtica
undergo rapid changes in flow velocity and ice thickness. There igrcoabout the
implications of this for global sea levels and ocean circulatidnleast part of the
changes has been ascribed to changes in the dynamics of ld@ees gMeasuring ice
flow velocity and gradients in velocity are first steps in singytheir dynamics and
possible response to climatic changes. With the launch of the RADARSAT - lisaied
the RADARSAT-1 Antarctic Mapping Project (RAMP) a great oppoity arose to
derive ice flow velocity of Antarctica’s glaciers remotely.

This study uses RAMP imagery to derive ice flow velocity and;ombination
with various other datasets, including BEDMAP, VELMAP, OSUDEM, I@ES&nd
INSAR derived velocity, to study spatial and temporal fluctuationthe velocity and
stress fields of selected Antarctic glaciers. In particwia focus on the flow regimes of
David Glacier, Mertz Glacier and Stancomb-Wills Glacier. €hase all major East
Antarctic outlet glaciers that have floating termini. We exgplthe role of these so-called
ice tongues on their feeding glaciers. This is relevant edlyeriathe wake of recent
evidence that suggests the significant speed up and thinning of glaoiers in the

Antarctic Peninsula is triggered by the collapse of a buttressing ice shelf



The derived high-resolution 2-dimensonal surface velocity maps form an
important benchmark for gauging possible (future) changes in wekowit dynamics and
form one of the major contributions of this study. The maps areedetising pre-
established feature tracking techniques that we improved, optimizestraadhlined in
order to extract as much reliable velocity data as possibla the wealth of data
provided by the RAMP project. This included pre-processing of the imagesing a
speckle reduction filter, the addition of an adaptive window extractiatine and the
design and application of a noise removal filter.

To determine the important flow governing forces we use prewgxigorce-
budget theory. We include a detailed error analysis and investigateplications of a
recently established flow law on derived stresses. The igagistns of our study areas
suggest that flow has been rather constant over decadal timeBaaed on this we infer
that the stress field has not changed significantly either, fisrgnthe combination of
various data sets (averaged over different time spans) to optthmezvelocity field in
order to study dynamics in greater detail then previously pessilik find that the
relative contribution of side drag declines along the fjords, but demtmsira, once
they leave the valley walls, the glaciers are not immdglitrige free floating ice shelves.
Measurements show that ice tongues spread faster in the dowssiréction than the
along flow direction for a considerable length. In addition there aagp® be some
lateral drag, once a glacier leaves the coast, which coulddoeiated with sub-surface
valley walls or an adjacent ice shelf. This could lead to anaseren along flow creep if
the ice tongue were to break off. Finally we conclude thatdogues are important,
because they can provide clues to past ice sheet behavior and fluctuations.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Antarctica has been portrayed as a barometer of climate &haogording to the
2001 report of The Intergovernmental Panel on Climate Change (IPGGugh
regional responses might vary, Antarctica as a whole is expectgmin mass in the next
century and thus moderate observed and expected sea-level rise 2BE This is
primarily ascribed to a predicted increase in precipitation. Aemecent study, however,
finds no significant increase in precipitation in the last 50sy@ad indicates that this
might be too optimistic a view (Monaghan and others, 2006). The mamscbahnd
equilibrium state of an ice sheet is a complex function of extefimaate forcing and
internal dynamical processes.

On the one hand, Holocene changes in ice sheet thickness and egtent ar
attributable to temperature fluctuations and changing preaguitpatterns (IPCC, 2001).
On the other hand, recent rapid thinning of several major outleteggaan both
Greenland and Antarctica is partly ascribed to changes indyr@@mics (e.g. Zwally and

others, 2002; Thomas and others, 2003; Thomas and others, 2004; Rignot and



Kanagaratnam, 2006; Luckman and others, 2006). It has become ctetrethelation
between climate fluctuations and ice sheet response is comghlaradedepends on many
factors. A better fundamental understanding of glacier dynamics isateerecessary.

In order to understand the dynamical behavior of an ice sheet andets ats
future behavior it is necessary to identify the dominant forcesgaon the ice sheet, and
their response to climate changes. A basic element in dengltpat understanding is to
measure ice flow velocities and document changes in veloaitigselocity gradients in
different flow regimes of the ice sheet. This then can be usetheoay and models, to
determine and assess the important flow governing processes. Hbwever, very
difficult to obtain sufficient velocity data to investigate preses and the stability of the
Antarctic ice sheet with conventional glaciological techniques @hmensions and
remoteness of the region make acquiring accurate measurexneggtcomplicated,
dangerous and expensive. Fortunately, repeat airborne and satellieryim@agether
with remote sensing analysis and image processing techniques,fd@htated data
collection in recent years. A great opportunity arose for glagist® with the launch of
the Canadian RADARSAT-1 satellite in 1995 and the RADARSAT-1 AtitaMapping
Project (RAMP), which completed two mapping missions: the Antarbtapping
Mission-1 (AMM-1) in 1997 and the Modified Antarctic Mapping MissionAMM) in
2000. RAMP provided the first complete high-resolution radar mosaic ddr&ita
(Jezek, 1998) and allowed for unprecedented detailed velocity measwg@&@hAntarctic

ice streams (Joughin and others, 1999).



In this study, ice flow velocity measurements of severalelakgtarctic outlet
glaciers are obtained using AMM-1 and MAMM RADARSAT-1 SAR dafde
measurements are used, together with data from previous studiagytweaspatial and
temporal variability of surface velocity and flow governing dwial processes in order
to better comprehend the behavior of ice sheets and assess uhee) (Etability in
response to predicted climate changes. This is important givelagliechanges in the

cryosphere that we witness today and their potential consequences.

1.2 Problem statement

Global warming is expected to be amplified in polar regions dueatmus
feedback mechanisms. The mean temperature of Antarctica, based Antaattic
stations, shows a slight warming trend of 1.2°C over the last dedanesver, regional
responses vary widely (Vaughan and others, 2001). Records from #dretnPeninsula
and the Bellingshausen Sea sector indicate a particularly pronouacedng over the
last decades that is considerably higher then the Antaiantid ¢lobal) average. The
magnitude of recent sudden ice shelf collapses, that seem tosdmated with this
warming trend, has caused concern among scientists and was wagehgd by the
popular media. The break-ups seem to confirm Mercer’'s (1978) poedtbtat the break
ups would be early indicators of Ghduced global warming. There have been reports
that glaciers formerly feeding these ice-shelves are spgegi thus contributing to sea-

level rise (e.g. Rignot and others, 2004; De Angelis and Skvarca, 2003).



Major sea-level changes in the past have been associatedhevithd and demise
of large continental ice sheets (Lambeck and others, 2002). Substagitialf ice sheets
is also believed to have disrupted ocean circulation patterns and pereap$o have
shutdown the thermo-haline circulation (THC) altogether, which haag led to sudden
rapid climate changes in the past of which evidence wasféiusid in Greenland ice
cores (Dansgaard and others, 1982, 1989; Oeschger and others, 1984jicArdbmoe
contains enough ice to raise global sea-level by about 70 metemydruta small rise
could have considerable societal impact (Alley and others, 2005). Sshes that
dynamical responses of ice sheets to warming may play a mqatant role in the
future mass balance of ice sheets than previously thought uanck fsea-level rise
predictions might have to be adjusted upward (Rignot and Kanagaratnam,A2e§6;
and others, 2005). Alley and others (2005, p. 460) state that “a majongealiereby is
to acquire the observations necessary to characterize rapidhidyohanges, and to
incorporate those data into improved models, allowing more reliablecpoedi of ice
contribution to sea-level change over the coming decades and centuries.”

A paper by Rignot and Thomas (2002) gives a refined estimate dfathace
state of Antarctica, but also indicates, however, that theretiirfarge uncertainties at
present and that for the East Antarctic Ice Sheet (EAIS)siill not possible to evaluate
whether there is a net gain or loss of mass without acquiringdaa The West
Antarctic Ice Sheet (WAIS) is in all probability currentbsing mass; especially the Pine
Island region has a considerable deficit (Rignot and Thomas, 2002). hést aatthors
report a positive mass balance for the dynamic Ross i@srgloughin and Tulaczyk,

2002; Stearns, 2002).



To understand regional variations in mass balance of the Antareti8Heet and
its link to climate change and sea-level we need a fundamend&rstanding of the
processes that are involved and how and why these processes thamyand between
different drainage basins. In particular it is necessary trmé@te what factors contribute
to glaciers speeding up or slowing down. Of special interftet,the break up of several
large ice shelves the last decade, is what the effectd e#eoving a floating ice tongue
on a glacier that feeds it. Also of interest is how short féwotuations relate to longer

term ice flow behavior. The investigation of these issues is an objective sfutlys

1.3 Glacier Flow and Velocity

The massive ice sheet in Antarctica consist of different dgairbasins that are
drained by numerous fast outlet glaciers and ice streams, which seerhdebysr their
bed and transport the majority of ice to the ocean. Some stnemtis deep into the
interior and others can reach velocities well over 3000 natatheir (floating) termini
(Rosanova and others, 1998; Joughin and others, 1999). These fast flowing gladie
ice streams are embedded in a slower moving ice mass thallylanoves as a result of
internal deformation. To understand the behavior and assess theystdhalit ice sheet
and possible changes herein it is necessary to quantify the fbatedritve glacier flow

and resistive forces that oppose it, particularly those of fast outletrglacie

Glaciers flow as a result of pressure built up due to their oeightt This is
reasonably well understood and can be gquantified with some knowledge hbwmut t

geometry. Resistance to flow is provided by friction at the besld®s or longitudinal
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pulling or pushing from upstream ice. Evaluating the relative rolékesfe is crucial in
assessing the stability of a glacier and in predicting its responseetdipbperturbations.

Because resistance to flow cannot be measured directly, it must be infdmectly.

For this, detailed velocity measurements are necessary in cdiobimath theoretical
models. Although models simplify reality, they have become a wital for

understanding the behavior of glaciers.

Various models have been proposed that describe glacier flgwWeertman,
1957; Nye, 1957; Van der Veen and Whillans, 1989; Hughes, 2003). A crucial point i
these models is the relationship between stresses and stesn The latter can be
derived from gradients in velocity. By far the most commonly usaa’ ‘that describes
this relation is Glen’s flow law (Nye, 1953). A recent studyGuldsby and Kohlstedt
(2001) points out, however, that flow of ice cannot be accuratelyilbedasing a single
flow law. Their experiments led them to propose a new constituthadion. The new
flow law enabled Peltier and others (Peltier, 2000) to betteriexfile aspect ratio of the
Greenland ice sheet and the Late Glacial Maximum Laurerdgdshieet simultaneously.
For that reason it is necessary to investigate how this flamcém affect calculation of

stresses from measured velocity gradients in existing models.

Over the years several techniques have been developed to #gtragelocity
from repeat imagery such as automated feature trackinghwhéasures movement of
features that move with the ice such as crevasses, and ragtérorhetry (INSAR),
which measures velocity using phase differences between aicogisidlthough INSAR

is a very accurate method to acquire a detailed velocity foelty, feature tracking is



capable of measuring velocity on fast moving glaciers ovegelonime spans. It is
important to establish a link between ‘instantaneous’ velocity and longevé&togity. It

is difficult to acquire enough trustworthy data from the RADARSA imagery to
initiate a detailed force-budget study without some modificatadrexisting techniques.
This is highly required considering the wealth of information that RAMP project

provides.

1.4 Goals

The primary goal of this study is to improve our understanding ofdlleeof ice
tongues on glacier flow and dynamics of several East Aitagietcier systems that have
floating termini, and to investigate spatial and temporal vaitialil velocity and stress
field in an effort to deduce possible trends, causative mechanisnmakadpredictions
for future behavior. The selected study areas and the ratiamalthdosing these are
pointed out in chapter 1.5. Our approach is to make velocity measurevhémse areas
on various time scales by means of feature tracking and imerééry using
RADARSAT-1 imagery, as well as from velocity data culledni the literature and
sources such as VELMAP, which is an online database with veloatty fdr several
glaciers (NSIDC, 2000). This allows for calculation of straitesaand force budget,
necessary to investigate flow-governing processes. The differapsdales makes it
possible to deduce decadal trends and evaluate disparities betwdeandhonger-term
averages. Based on literature East Antarctica is believed toobe stable then other

parts of Antarctica. Therefore we want to test whether oonotelected study areas in



East Antarctica undergo the same rapid changes, or are soiecéptthem, as rapidly
changing glaciers found elsewhere. To do this we will tryanswer the following
guestions: (1) Have velocities and stress fields changed owef® t(2) What are the
dominant forces for different glaciers in Antarctica and how dy thary within and
between catchments? (3) Do present day ‘instantaneous’ velatiftiess significantly
from longer-term (3-year) averages? (4) Are selecteds dsehaving differently and, if
so, what are the responsible mechanisms and how do they affechatasse? Finally,
by studying outlet glaciers and ice flow velocities itlvaé possible to find answers to
guestions such as what are the effects of removing an icecshiéiating ice tongue?
Answers to these questions are much needed, especially in the lightfneek ups of

several large ice shelves.

1.5 Study Areas

The majority of scientific papers dealing with ice dynamicsus on West
Antarctic glaciers, while many East Antarctic glaciemain understudied. In this study
we focus predominantly on several major East Antarctic outleiegia Although the
EAIS is believed to be rather stable, the large areaghbaé glaciers drain warrant a
more detailed investigation of their dynamics and potential velocityanges.
Furthermore, because they terminate as floating ice tonguedarge parts of their
drainage areas have beds well below sea-level, they athkastthe potential for rapid

changes, as demonstrated by rapid changing glaciers in other parts dathregions.



In this thesis we focus especially on three areas of imterdSast Antarctica.
These are David Glacier-Drygalski Ice Tongue in northern Mactoand, Mertz Glacier
Tongue on the George V Coast in Wilkes Land and Brunt Ice Shelf-StarAdbls Ice
Tongue on the Caird Coast in Queen Maud Land. All of these glabi@rs large areas
of the East Antarctic Ice Sheet (EAIS) and terminate asfloafjng ice tongues and are
therefore relevant to answer the research questions. Investigatmtarities and
dissimilarities of these glaciers should provide clues to whgigls behave different.

The study areas are indicated on the RAMP mosaic in figure 1.1.



. /ndian Ocean

Weddel Sea

Amundsen ¢
Sea

Ross Sea

Figure 1.1 Location of the study areas depicted on the RABARISAntarctic Mapping
Project (RAMP) mosaic, created by the remote sensing [&bheaDhio State University
(Noltimier and others, 1999). Numbers depict location of David Glaxiggalski Ice
Tongue (1), Mertz Glacier Tongue (2) and Brunt Ice Shelf-Stancoiib-\8e Tongue

1.6 Overview of the study

In sum, this study is concerned with the behavior of major Antamaiitet

glaciers. It specifically attempts to identify, analyzaj @xplain the dominant forces that

act on the ice sheet and in doing so shed light on its behavior andystabirder to do
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so, we measure ice flow velocities and document changes acitied and velocity
gradients in different areas and over different time spans, #Hiuese variables are the
most important in modeling ice sheet behavior. We use 1997 AMM-1 and 2000MMAM
RADARSAT-1 SAR data to acquire ice flow velocities and, in contimnawith other
datasets, to analyze the dynamic behavior of the selected stedy with special
emphasis on the role of their floating termini in controllingflogv. The availability of
these newly acquired datasets allows for a more detaile$sassnt than previously
possible and fills in data gaps. Most importantly, the remotersgusita record is now
becoming sufficiently long to begin an investigation of natural variglddr comparison
with longer term trends. We focus primarily on several relbtivederstudied East
Antarctic glaciers that drain the largest ice sheet invibdd. Studying the dynamic
behavior of these outlet glaciers should result in a fuller and moreediainderstanding
of ice sheet behavior in Antarctica, which is critical in do@text of of global warming

and its impacts.

This dissertation is organized as follows. Chapter 2 reviews tharetical
framework used in this study. We explain what drives gladsev find how resistive
forces can be estimated from ice flow velocities and gradientslocities. We expand
on existing theory by investigating the result of using a ffeflow law, describing the
stress-strain relation.

Chapter 3 discusses and justifies the various datasets and meth@uls tised in
this study and their associated errors. The principal data ssurepeat RADARSAT-1
SAR imagery. This is used to derive ice flow velocities througtous techniques. We

modify an often used feature tracking algorithm and develop segwoe in order to
11



optimize velocity extraction from the available data sources.siéygs involved in this
process are discussed in detail and justified. Other data sobnateset use and discuss
are VELMAP, OSUDEM, BEDMAP and ICESat.

In chapter 4 we investigate whether changes occurred in the fpmva®f David
Glacier and Drygalski Ice Tongue. Velocity maps are mteseand discussed. Velocity
comparisons are made and discussed. We apply the force-budgetueatesgribed in
chapter 2 and investigate the stress partitioning along the drainage system.

In chapters 5 and 6 we apply a similar approach and investigafiewheegime
of Brunt Ice Shelf-Stancomb-Wills Ice Tongue and the flow regwh Mertz Glacier
Tongue.

The aim of chapter 7 is to compare the results of the various presented in
chapters 4-6. We will also look at the rapidly changing PirendsiGlacier. Answers to
the research questions discussed in chapter 1 are given.

Chapter 8 concludes the dissertation and in it the main resultoroldisions of

this study are summarized and recommendations for future researcheare gi
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CHAPTER 2

THEORY

2.1 Introduction

To understand the behavior of glaciers and possible changes therein it is necessary
to quantify the forces that drive glacier flow and the residtivees that oppose it. This
chapter describes the derivation of these quantities in terms asunadle velocity
components. For this we use existing force-budget theory describeaoh ider Veen and
Whillans (1989) and Van der Veen (1999). Because this method isldatitas study,
we review the force-budget technique in this chapter. We go dis¢ass the need for a
link between short and long term ice flow behavior that is bemblestied using remotely
sensed velocity data averaged over various time spans. We duodtivated by recent
observations of highly discontinuous ice motion on several West Aitacetistreams
that seems to be associated with tidal cycles. As will be showubsequent chapters we
find short term velocity to be very similar to longer term vealofor most of our study
areas. We contribute to existing theory by carefully assgdsiv uncertainties in the
data propagate into the calculation of resistive stresses. Faditee we expand on the

force-budget technique by developing an approach to incorporate a new constitutive
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relation in the force-budget technique for comparison with the moriéida Glen’s flow
law. This is important because recent advances in laboratorydaelriave revealed an
important, newly discovered, creep regime, which is grain sizendiemt and is not
accounted for in Glen’s flow law. We find that, using this new fllewy, calculated
longitudinal and lateral shear stresses can be up to 30 % higherdoge of common
grain sizes. For the calculation of lateral drag, this usualdylittle effect since we use
the gradient in shear stress rather than its absolute valweesind the bias to be almost
systematic. However, it does affect the calculation of the longitudisistaace, resulting

in smaller values for inferred basal drag.

2.2 Force-budget calculation

To calculate the various resistive forces and their relable in opposing the
driving stress we use the force-budget method (Van de Veen antnghil989), which
is reviewed here. Force-budget calculations can be used to detéhmisheminant forces
acting on the ice sheet, and investigate the important flow gogeprocesses. It is a
theoretical method that requires knowledge about the glacier ¢gomred surface
velocity field. With this information the driving stress, whichhs tesult of gravitational
forces on the ice, and resistance to it can be calculated. Thegdsivess, which drives
glacier flow, is opposed by lateral drag acting on the sidegjtudinal stress gradients
(tension or compression exerted by down or upstream ice) and bydbagalvhich is the
resistance caused by the bed (figure 2.1).

By using the force-budget technique the relative importance oésistive forces

can be determined, which is necessary to understand the dynamigtaofea (Van der
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Veen, 1999). Since there is no way of doing this directly in the fible, method
represents an indirect way to investigate interactions betweécethed the bed, and the
ice and its sides. This then can be used to assess the sgnsitiat glacier to

perturbations such as the collapse of a buttressing ice shelf.

Figure 2.1 Schematic view of the different resistive forgagerning glacier flow. The
gravitational driving stress is opposed by lateral drag, acimghe sides, basal drag,
acting on the bed, and longitudinal compression or tension (adapted &ordev Veen,
1999).

2.2.1 Driving stress
The gravitational pull that acts on glaciers and causes theroue s called the
driving stress. The driving stresg is a function of ice density, the acceleration due to

gravity g, the ice thicknesll and the surface slope of the icaccording to:

ly=-rgHa (2.1)
15



whereby is estimated from the difference in elevatibhl{etween two points; andx,:

(2.2)

The gravitational driving stress is assumed to be opposed byveessces so that there
is zero net force acting on the ice. When estimating thendristress from ice thickness

data and a DEM the error can be expressed as (ignoring uncertainties iyp)densit

2 2 %
ALY s?+ AILP™ s? = [(- rgas ) +(- rgHsa)z]y2 (2.3)

S
tdx H H fa

Since both elevation errors are equal, the error in surface slgperifig positional

errors) is given by

s, =v2 2 (2.4)

where x is the distance over which the surface gradient is calculatexllabt term in

equation 2.3 (associated with the error in surface slope) is usually dominant.
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2.2.2 Resistive stresses

Resistive stresses cannot be measured directly in the fidldhast be estimated
indirectly from gradients in velocity. In this way the lateaiat longitudinal resistance to
flow can be estimated. Basal resistance is assumed to bentander necessary to
balance the driving stress. How this is done is explained in this chapter.

To understand glacier flow we need to define the concept of straian St
measures the amount of deformation that occurs as a resultssesten a medium. The
strain rate is the amount of strain that occurs per unit thiye. (1953) suggested a

relation between effective strain rates and effectivessti® which are the second

invariants of the strain rate en stress tensors respectiMetyeffective strain rate, is

related to strain ralg; according to:

2¢; =€, +e; +e, +2e; +el, +e),) (2.5)
Similarly the effective strest, is defined as:
2 =L AL L F 2Ly L HL) (2.6)

Here ¢, is called the stress deviator, which is relatedh® full stress tenscs; as

follows:

17



1

[

where g is the Kronecker delted) =1 if i=j and g, =0 if i j) and P is the hydrostatic

pressure defined as the sum of the three nornessss:
P=s,*s,*tS, (2.8)

Experiments have shown that for ice strain rate sinedss are related to each other

through Glen’s flow law (Nye, 1953).

€ = Al.g_lfij (2.9)

or written differently:
ty =Be./ e, (2.10)

where A and B are flow parameters (anB=A") that are mainly dependent on the
temperature of the ice amdis the flow law exponent (usually taken to be Bjuation
2.10 is important because it allows the calculatbrstresses from measurable velocity

gradients.
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It is assumed here that ice is isotropic and inaesgible, therefore the sum of

the three strain rate components in the normacttime must equal zero:

ey te,+te, =0 (2.11)

It follows that:

e, =e,t2e.e,te), (2.12)

zz XX yy
hence we can rewrite equation 2.10 as follows:

ty =Bl(ef +€), +e.e, te, te, +e,) g (2.13)
Full stresses can also be separated in termsisfivesstress¢R, as follows:

s; =R +dij L (2.14)

L is called the lithostatic stress which is the wieigf the ice above a certain level. This

only affects the normal stresses and is calculiated:

L=-rg(h- 2 (2.15)
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whereh is the surface elevation. If we substitute fulkesses for resistive stress in the

stress equilibrium equations we get:

ﬂ[ Rxx B fg(h' Z)] + ﬂRyx + 1-[sz
X Ty P4

=0

TIRyx +ﬂ[Ryy_ fg(h' Z)] +ﬂRzy —

i Ty = 0 (2.16)

1R, , TR. 1R, rg(h- 2]

X Ty 1z

rg=0

Integrating the first equation in 2.16 from the dad the ice If-H) to the surfaceh,

using Leibnitz rule, we find:

h
l Rxxdz- Rxx(h)ﬂ-'-Rxx(h- H)M'
>, X X
fh T "
rgH —+R,(h)- R,(h- H)+— R, dz- 2.17
OH 4+ Ra(l) - Ry(h- H)+ g0 R, 2.17)

Th i(h-H) _
R,(h)—+R_ (h- H)—==0
w ( ).ﬂy aw ( ) v

This equation can be simplified since the surfacstrbe stress free and thus:
Th Th
Rxx h)_+ Rx (h)__ sz(h) =0
( ey (2.18)
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Basal dra#,, and driving stresz,, can be defined as:

_ fith- H) fith- H)
=R (h- H)- R (h- H)TO-H) g . pyyJh-H)
o =R (h- H)- R,(h- H) x Ry(h- H) Ty (2.19)
_ fih
[dx =- /’gHK (220)

Combining equation 2.17-20 we find the force bataequation for the x-direction:

R, dz (2.21)
If we assume that resistive stresses are constdntiepth this results in:
1 l
ty =ty - —(HR,)- —(HR,)
d b " 1y y (2.22)

The terms in equation 2.22 describe driving strbéssal drag, longitudinal and lateral

resistance respectively. From equation 2.7 and ®elfind that:
1
R =t +4 (§P_ L) (2.24)

Thusfori=j=2z:
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1
R =t22+ gp_ L (225)

From equation 2.7 and 2.8 we find that the sunhefthree normal deviatoric stresses

equals zero, thus:
[zz:_txx_tyy (226)
It follows that:

1
§P_ L :Rzz+[xx+tyy (227)

Using the flow law (equation 2.10) we can now wtie resistive stresses in terms of

strain rates:

RXX = 2tXX +tyy + RZZ = Z(BeéZ/seXX) + (BeéZ/seyy) + RZZ =

-2/3
Bee (zexx + eyy) + Rzz
Ry =2, +1,+R,= Be.*"” (26, +6,) + R,

Ry =ty = Beémexy (2.28)
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Resistive stresses can thus be estimated by wrdirggn rates in terms of velocity
components (with u, v and w denoting the velocagnponents in the x, y and z direction

respectively) since by definition:

fu, | Ty,
KJ’—J (2.29)
J

D
1
N

X,

and thus the individual strain rate componentscateulated from:

eXX:E e)(Z=1 E+M
X 2 Yz 9x
_v _1 v, Tw
9w‘.”—y eyz_z E+'ﬂ_y (2.30)
e =1 Wu v
Y2y X

Using these expressions we can write the resistresses, necessary to solve the balance

equations, in terms of velocity components:
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These equations can be simplified if we ass RZZL‘E ,ﬂ ,‘ﬂ_vv anc‘"—W to be small:
z Yz 1x iy
1/2 213
Roop WO, WT MW 1w
i Ty ix Ty 2 Ty 1 x Ty
1/2 -2/3
w? v’ fulv 1 fu v v fu
=B — 4+ — + —— + = —+— 2— +—
R % oy Wl 2Ty X o (232
1/2 2/3
Ro-p MU W Ml 1 W Lfu, v
ix Ty x Ty 2 Ty T 2 Ty X

All the terms in these equations, exc&ptcan be calculated from velocity profiles in

across and along flow directions, for example:
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2.3 Floating glaciers bounded by valley walls
For a floating glacier or ice tongue, where basabccan be neglected, resistance
to flow is provided by lateral drag, caused by ealiwalls, and longitudinal stress

gradients. The balance equation in the x-direqtib®2) becomes:
L= - (HR,)- -(HR,) (2.3)
fix iy '

These terms can be calculated from velocity prefilealong and across flow directions
and strain rates in a similar way as describedhénpirevious section. Where across flow
transects of velocity are not available, a sligldifferent approach can be used. In this
approach the longitudinal stress gradients andirdyistress are calculated and it is
assumed that the lateral drag is the remainderseacg to balance equation 2.34.
Therefore the different approach can also be use@dmindependent check on the
magnitude of lateral drag calculated from acrosw fjyradients only. We can denote the

fraction of the driving stress that is supporteddigral dra¢y/ as follows:

f
H
y( Ry)

T
l‘d

y - (2.35)

X
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so that:

1l
1-y)t, =-—(H
( y) dx 1-[X( Rxx)
or rewriting the equation:
11

=1+— - (HR
y ; 11X( )

dx

(2.36)

(2.37)

If y =0 all resistance comes from longitudinal stressigrad; if y =1 all resistance is

associated with lateral drag. Any value in betwéegse two extremes indicates that

resistance to flow is due to a combination of kteshear and longitudinal stress

gradients.
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Figure 2.2 Lateral spreading in a non-parallelesall

If the walls of a fjord where a glacier flows aret exactly parallel, it causes the
glacier to spread or converge. The strain ratecest®al with this can be estimated in two
different ways. First it can be estimated by caltnh the gradient of the y-component of
velocity in the across flow direction. Again, ifrass flow transects of velocity are not
available, or poor, a different approach can bel Ligkis is based on the presumption that
the spreading must be fast enough for the glaciegrnain in contact with the sides. If at
one point the width of a glacier W and downstream the width of the glacieis W

then (figure 2.2):

€, =—— (2.38)
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and the strain rate is:

bw
eyy W1

Wheret is time and is calculated from:

It follows that:

_uw
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(2.39)

(2.40)

(2.41)

The two approaches should theoretically yield @amiesults but could differ if the fjord

walls spread too fast for the ice to maintain conta if the across flow component of

velocity is highly variable, thus making it diffituto determine a gradient. Using

equation 2.32 and 2.41 we can estirR, along the center line of a glacier, where

lateral shearing is usually very small and cangoeiied, using:
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In this equation the value fdR is assigned to the midpoint of the transect used t
approximate the strain rate (see equation 2.33% ddn then be used in equation 2.37 to

calculatey and, then, lateral drag from:

l
=- " (H
Wt o ‘Hy( Ry) (2.43)

2.4 Free floating glaciers
When a glacier is floating freely and is not bouhdby fjord walls resistance to
flow is provided by longitudinal stress gradiemghe direction of flow denoted by x. If

we look at the along flow direction the force balarquation (2.22) becomes:

Th_1
ty, =rgH—=—"(H
o = 19 i ﬂX( Ry). (2.44)

For a floating glacier the ice thicknebkis related to the surface elevatibn

through the floatation criterion:
ri
h=1-—H (2.45)
rW
where r; and r, are the densities of ice and water respectivebmkining equation

2.44 and 2.45 we find:
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1 I
=rgl-— —=—(H
g1-— 0 (HR,) (2.46)
and after integration we can estimate the longitaldstress from the ice thickness:
_1 i
Fix—afig 1- H. (2.47)

This solution was first derived by Weertman (195¥ comparison between longitudinal
stress gradients derived from ice thickness witt lrom measured velocity gradients

can indicate whether other factors (such as sidg)dnight still play a role.

2.5 Error propagation

To investigate how uncertainties in the differeotirce datasets propagate in the
calculation of the stress partitioning we use teoty of error propagation. This error
analysis assumes Glen'’s flow law with a specifitugdor the flow law exponenn€3)
and a normal distributed error. Since both veloeitsors in equation 2.33 are assumed

equal, the error in each term can be expresseadrawifg positional errors):

SU
: — V2 (2.48)
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Where s denotes the standard errg is the strain rateu, andu, are the velocities at

two points,ax is the length over which the gradient is calcuafehe longer this length,
the smaller the error in the calculated strain.ratecalculate the uncertainty in strain rate
we assume here that the errors are random, alththegh might be a systematic bias
because of the method of deriving velocity.

The error in lateral shearing (equation 2.28) idedwined through error

propagation by:

R (2.49)

+
D
Wl
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[seJ V)

2
Exy Xy

To find the error in the longitudinal resistive ests it is convenient to first find the

derivative of g, with respect tce,and e,. From equation 2.5 and the chain rule it

follows that:
ﬂee _ (Zexx + eyy) ﬂee (Zeyy + Exx)
= = (2.50)
Te, 2e, fe,, 2e,
Next the error iR can be expressed as:
1
2 2 2
Sp = &s§+& s§+& sé (2.51)
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Taking the first term on the right hand side itdals from equation 2.28:

2 2 2
-2 -2 fe -2 fe
& = 28663 - ﬂBeXXeel3 h - g eyy el3 h (2 52)
Te,, 3 e, 3 Te. .
And almost similarly:
R 2 42 42
TRy = Be,® - ﬂBé’xx@e13 e, gBeyyee s J& (2.53)
ﬂeyy 3 ﬂeyy 3 ﬂeyy
The derivative in the last term of equation 2.5&dmees:
Ry _
R = g7 (26, + &) (2.54)

B

Finally the error in the terms of the balance emuafequation 2.22) can be determined.

The gradient in longitudinal streBs is calculated from:

RL zl(HRxx)» Hszxz _ H1Rx>a
ix 7,4 & (2.55)

The error ofR_is given by:
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Since basal drag is calculated indirectly, its eisahe largest and is calculated from the

errors in the other terms of the balance equation.

2.6 Averaging velocity measurements

The methods described in the previous section gltyaely on accurate and dense
surface velocity data that are best obtained fremate sensing. Velocity from satellite
imagery is basically derived by measuring the @ispinent of a point or feature on two
images separated by a certain time. This meansateaging takes place, referred to as
the temporal resolution. Recent observations frdd&@nd seismic surveys on the West
Antarctic ice streams show highly discontinuousiomobf ice on short timescales (less
then a day) that seems to be associated withdiads (Bindschadler and others, 2003).
The rapid motion events were separated by exteqdexscent periods. In addition, the
variation in velocity was found to be highest atirsg tide and the higher the tidal range,
the faster the flow. This tidal forcing was eveersenore then 90 km upstream from the

grounding line (Anandakrishnan, pers. comm.). Ssitbrt term fluctuations cannot be
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resolved from velocity measurements derived fromeat satellite imagery as repeat
overpasses are usually at the least several days dperefore strain rates and stresses
derived from longer term averaging cannot be usetiddel these short term processes.
However, it is important to seek a link betweenrsherm, tidal fluctuations and longer
term fluctuations to understand long term ice stedtavior. It is therefore important to
make velocity measurements at various time schietis study we find that short term
ice flow velocity (e.g. averaged over several wegeksvery similar to longer term
averaged flow velocity (years to decades) for nobshhe areas we investigated, as will be

shown in subsequent chapters.

2.7 Implications of a new flow law

Various models have been proposed that descrikmegliow (e.g. Weertman,
1957; Nye, 1957; Van der Veen and Whillans, 1980gltes, 2003). A crucial point in
these models is the relationship between stressstmanh. Thus in order to describe the
rheological behavior of ice on a macroscopic sitakenecessary to invoke a constitutive
relation. This constitutive relation or flow law studescribe the amount of deformation
of ice when subjected to a force. By far the mashimonly used ‘law’ that describes this
relation, and used in the force-budget techniga&len’s flow law (equation 2.6). This
relation was suggested by Nye based on laboratatg dkfom Glen (Nye, 1953).
Laboratory experiments have since indicated tha ftows by a number of
micromechanical processes. These processes indlslbeation creep, sliding on grain
boundaries, basal or easy slip and grain bound#nsihn and characterize ice flow over

a range of stress, strain rate and temperaturel§Bpland Kohlstedt, 2001). Goldsby and
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Kohlstedt (2001) point out that flow of ice canmatturately be described using a single
flow law. They further argue that Glen’s flow lawessimplifies ice flow behavior as it is
attributed to just a single deformation mechanisislgcation creep), but based on data
in the vicinity of the transition between two diféat creep regimes, namely dislocation
creep and superplastic flow regime. Superplastw finvolves grain boundary sliding
that is grain size sensitive (Goldsby and Kohlst2@01). Their experiments led them to

propose a new constitutive relation:

L+l e (2.57)
ebasal egbs o .

otal — Eair T

In this equation the subscripts refer to the ddferflow regimes, diffusional flowd(ff),
basal slip Ifasa), grain boundary slidinggb9 and dislocation creeqligl). According to
Goldsby (2006) only dislocation creep and grainraaury sliding occur at, for glacier

and ice sheet modeling, important stresses aneéftrera simplified form can be used
here:
e

total = egbs + edisl (258)

Each individual strain rate term on the right haide is described by a flow law similar

to Glen’s flow law:
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e = Ais” exp
dP RT

whereA is a constant dependent on the type of matetialgrain sizep is the grain size
exponent, is differential stress) is the stress exponen, is the activation energy for
creep,R is the gas constant (8.3145 J thé&l™) andT is absolute temperature. Goldsby
(2006) gives revised values for the parameters p andQ (table 2.1). These parameters

depend on the creep regime and the absolute tetupe the ice.

(2.59)

Creep Regime | A n p Q (kJ mol
Disl, T<258 K | 1.2 x 16MPa*’s? 4.0 0 60

Disl, T>258 K | 6.0 x 16 MP&a"’s™ 4.0 0 181

GBS, T<255K | 3.9x 10MPa °*m™“s" | 1.8 1.4 49

GBS, T>255K | 3.0x 10MPa°*m™“s" | 1.8 1.4 192

Table 2.1 Parameters for the ‘Goldsby’ constituggeation (after Goldsby, 2006).

Using these values the effective strain rate candéermined from the simplified

eqguation:

tot Ngpbs Ngis|
€ =AL”+AL™
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whereA; andA; are given by:

1 - ngs
= eXx
A=A, 3 &P o7
(2.61)
— - Qdisl
= A, _ exp —dsl
AZ Aﬁlsl p RT

Here the value for\; (associated with grain boundary sliding) is projpoal to both
temperature and grain size, whilg only varies with temperature. Figure 2.3 shows
values for logA; as a function of grain size for ice of -25°C (248 -17°C (256 K) and
-5°C (268 K). The figure shows that temperatureydrds a small effect on its value for
cold ice as opposed to grain size. For warmer asemight occur near the base of a
glacier and where strain rate gradients are highbst value is significantly higher,

although the shape of the curve is similar.
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Figure 2.3 Values of log Al as a function of grsire at three different temperatures.

Because this flow law gives a clearer physical nmgato individual parameters
then Glen’s flow law, it is imperative to investtgahe implications of this new flow law
for the derivation of resistive stresses and thesst partitioning. For this purpose we
need to determine stress from measured strain, nater than to determine the strain
rate for a given stress (as can only be done abahvironment). Therefore we need to

invert this relationship as is done in equatior0Zdr Glen’s flow law. This cannot be
done analytically, but can be done numericallyéf definex = #** and note that the two

effective stress components can then be relatedusi
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I‘:d\sl - (X)ndisl I Ngbs (262)

Therefore we can rewrite equation 2.60 in a fonmilar as:

ax™ +bx- c=0 (2.63)

Ngi . : :
wherebyx=¢.**, a= A, b=A, c=e andm=— For a given effective strain rate
gbs

the only unknown in this equation s which can be determined numerically using for

example Newton’s method:

_y . (%)
X1 = X f .(Xn) (264)

For a starting valu&, the value forx is found after only a few iterations. The effeetiv

stress is then simply calculated from:

£o= X (2.65)

In order to compute resistive stresses we needetermine the individual stress
components. Nye (1957) showed that for Glen’'s fltaw the individual stress

components are related to the effective stressrdicgpto:
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(2.66)

We show here that this is also the case for thel$bytKohlstedt constitutive relation by

splitting up the two components of the relationd areat them the same as with Glen’s

flow law:
eegbs = A.lcggbs eSIS| - AztgdiSI
egbs — Aif Ngpbs™ 11‘ efﬂsl — Azt ndisrll.“
ij e ij ij e ij (267)
gbs Ngbs b dis| i
eij — Ail- Ngos-1 _ A:Ll‘egb — e(g ° € ° = At Ngist -1 — Aztgd‘g — e:S|
t € t t t ¢ t, t,

ij e e

From this and equation 2.54 it follows that:

tot

e

e

t

bs disl gbs disl
_erXr+e” _evregr g
t

(2.68)

e e ij ij

Equation 2.68 can be rewritten to give equatior62%o0 based on this scheme we can

calculate £; from measurable quantities. Next the resistivesses are determined

similarly as in equation 2.28 from:
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R =2 +1; +R,

When estimating resistive stresses, careful thosgbuld be given to the depth
averaged grain size while using the Goldsby-Kollstonstitutive equation. For our
purpose here we use grain size values that falarrange of those observed in the deep
ice cores drilled at Byrd, GRIP and GISP2 (Gow, @,9"horsteinsson and others, 1997;
Gow and others, 1997). In all of these cores, gsaas first rapidly increase with depth
in the upper 200 m, but then seem to be rathertaongarying between 2-4 mm along a
substantial part of the cores (figure 2.4). Onlyhat very bottom of the cores grain sizes
increase rapidly again to values larger then 1sametimes even reaching cross sections

of 30 cnf (Gow, 1970).
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Figure 2.4 Average crystal (grain) size versus liépt the GRIP ice core (adapted from
Thorsteinsson, 1997). Crosses denote horizontahetexs, triangle vertical ones. The
general pattern of grain size vs. depth is obsemvadher cores as well. For most of the
length of the core, values are relatively constartt vary between 2 and 4 mm, which is
the range we use for our comparison of the diffecenstitutive equations.
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Figure 2.5 is a comparison of lateral shear stcessputed using both flow laws
for a given range of effective strain rate and mrsize for ice with a temperature of -
20°C. It is assumed for practical purposes thatdhear strain rate is dominant and
effectively equals the effective strain rate. Ie tiigure, the red line shows the result
when applying Glen’s flow law. The value for theéerdactor used in Glen’s flow law is
based upon a relation found by Hooke (1981) that bg#ed available data. However,
subsequent studies have found large fluctuatiorthisnvalue that, according to Hooke,
might be the result of, among others, grain siamsdy, impurity and fabric. We find
here that the general shape of the two functiosgndar, but calculated values can differ
by as much as 35kPa depending both on the valtleedadffective shear stress and grain
size. For common grain sizes in the order of 2-4,n@en’s flow law tends to
underestimate the shear stress, which implieditesdl drag is overestimated by the same
amount using a force-budget approach. Howeveramgr particular value of strain rate,
this value can be minimized by selecting a slightifferent value for the flow law
exponent or the stiffness parameter used in theuledion of the rate factor B. The
method can therefore be used to put error marginthe rate factor that we induce here
to be in the order of 100 kP&™a The plot also shows that for grain sizes largent
about 2 mm the calculated shear stress is notfisignily affected. It is important to note
that, for a wide range of strain rates, where Genirve is practically parallel to the
Goldsby-Kohlstedt curve, the actual calculatedrédtdrag is hardly affected when the
ice thickness is assumed constant across flow.i$Hiscause, in order to calculate lateral
drag, we are interested in the gradient of sheasstacross flow rather than its absolute

value. A systematic difference between the two esitherefore has hardly any effect.
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In figure 2.6 the relation between effective streate and longitudinal stress is
plotted for both flow laws for ice with a tempenauof -20°C. It is assumed the
longitudinal strain rate is of equal magnitudelestransverse strain rate, as is the case on
a free floating ice shelf. The range of values ehnolsere are those found commonly on
ice shelves. Again we find that Glen’s flow law enestimates the stress, but more
significantly, with differences of up to 75 kPa tbe highest strain rates and largest grain
size (4 mm). To illustrate how this difference skates into the calculation of the
longitudinal resistance, consider an ice shelf #Déhick that thins 100 m over a length
of 50 km while the strain rate decreases from 08b® 0.001&. From Glen’s flow law
it follows that longitudinal resistance is about8-8Pa over this section. Using Goldsby-
Kohlstedt, with a depth average grain size of 3 mwa find a value of -1.05 kPa, which

is about 30% higher. For a grain size of 1 mm tbdices to 20%.
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Figure 2.5 Comparison of the relation between #ffecstrain rate and shear stress for
ice at -20°C using both Glen’s flow law (red) ar tGoldsby-Kohlstedt constitutive
equation (blue) for a range of grain sizes. Thengsize is given in millimeters. For
Glen’s flow law we have here used a rate factocudated from a relation found by
Hooke (1981). There is a greater range of curvesnwhking into account for example
fabric effects as done by some authors. Neverthelesfigure illustrates the importance
of grain size.
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Figure 2.6 Comparison of the relation between éffecstrain rate and longitudinal stress
for ice at -20°C using both Glen’s flow law (redjydathe Goldsby-Kohlstedt constitutive
equation (blue) for a range of grain sizes. Théngsee is given in millimeters.

2.8 Summary

This chapter outlined how resistive stresses canedtemated when surface
velocity information and geometric data are avd#abVhich datasets are available for
this purpose and how we can derive glacier flonwooiy from satellite imagery is
discussed in Chapter 3. Using the force-budgemnigole we can estimate driving stress,
longitudinal resistance and lateral drag. The agdiom then is that basal drag is the
remainder that is necessary to balance the bakupeation. For floating ice bounded by
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valley walls this term can be disregarded, while tmmpletely free floating ice
theoretically the lateral drag term falls away ashand driving stress should be balanced

by longitudinal stress gradients.

An important step is to determine the uncertaintyhe results that are based on
various different datasets each with their own uwagaty. Here we showed how errors in
the various parameters propagate into the calowlati resistive stresses and the balance
equation.

The highly discontinuous motion, associated widalticycles, that is observed on
several West Antarctic ice streams on sub-dailylescajives good reason for a
reconsideration of how longer-term averaged straites, as derived from satellite
images, are used to assess flow dynamics. Howevektrapolate these findings in order
to study long term ice flow behavior requires vélpaata averaged over longer time
spans. As will be shown in subsequent chapters stiidy finds that short term velocities
(averaged over several weeks) are very similaotgér term averaged velocities for
most of the study areas.

Most standard approaches for modeling ice shdeivier use Glen’s flow law in
order to estimate stresses from velocity gradidié&se we have developed an approach
on how to apply a recent constitutive relation bgidsby and Kohistedt (2001) in the
force-budget technique and investigated its impbees on the derivation of stresses. The
formulation of this new flow law was brought abalianks to recently developed sample
fabrication techniques which led to the discoveffyaonew creep regime dubbed
superplastic flow. Subsequently there has been stehate on whether this regime is

compatible with observations of fabric developmemd microstructures in the ice (Duval
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and Montagnat, 2002). Nevertheless here we shotvthea application of Goldsby-
Kohlstedt's constitutive relation can have a sigaift influence on the derivation of
longitudinal and lateral shear stresses. They @bdiween 20-30% higher then those
derived from Glen’s flow law (using standard valdes the rate factor and flow law
exponent) for strain rates and grain sizes comméouynd in ice sheets. We find that,
because of the way it is calculated there is haadly effect on inferred lateral drag.
However, it does lead to higher calculated valweddngitudinal resistance and therefore
the implication for this on the calculation of bladeag is opposite. It is thus important to
consider different flow laws when investigating @& dynamics. This is done in

subsequent chapters where we apply the force-buoeigjatique to various glaciers.
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CHAPTER 3

DATASETS AND METHODS

3.1 Introduction

The aim of this chapter is to describe, discussjastify the different datasets and
analysis methods used in this study. The primaryasgas are 1997 and 2000
RADARSAT-1 synthetic aperture radar (SAR) imageife use these to derive ice flow
velocity of several major Antarctic glaciers withf@ature tracking algorithm called
IMCORR. IMCORR has been widely used in the glagatal community to derive
glacier velocity (e.g. Bindschadler and Scambos9119 ucchita and others, 1993;
Bindschadler and others, 1996; Berthier and otl2083), but we have improved and
expanded the procedure in several ways to optithizerelocity field derived from SAR
imagery. First, we pre-process the imagery usin@deptive neighborhood filter. This
reduces noise and results in more successful atime$ and thus more velocity points.
Second, we modified IMCORR, by incorporating a &ale window size function, as to
improve our results in areas where otherwise nadvalatches are found. Third, we
designed and apply a validation and filtering tegha on the output data to eliminate

invalid data points and fill small data gaps rasgltin a more complete and consistent
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velocity field. To complement our primary datasets also use RADARSAT-1 derived
INSAR velocity and velocity from earlier studiesadable from the VELMAP database
and literature. This allows for temporal compars@nd can be used to optimize the
velocity field. Furthermore we use estimates ofae topography and ice thickness for
our analyses. Here we use the OSU Digital Elevatitmael (OSUDEM), ICESat laser
elevation data and thickness data from the BEDMAdjept. These datasets and their
limitations are discussed. We conclude the chapttih a summary of the applied

methods and data, and discuss what we have deng@émd on this.

3.2 Flow velocity measurements
3.2.1 Introduction

Ice flow velocity is a fundamental parameter torelsterize the behavior of an ice
sheet. One approach to investigating the stres &f glaciers and changes therein is to
use flow velocity gradients via the flow law. THew velocity is also a key parameter to
determine the mass balance of an ice sheet, thdtather it is losing or gaining mass or
is in equilibrium. There are several methods abéeldor measuring velocities. They can
be divided into in situ methods and remote sensasgd methods.

Most in situ methods currently rely on the use ittiex differential GPS surveys
(DGPS) or optical surveys using a total statiomy.(&chelmeyer and Harrison, 1999;
Bindschadler and others, 2003). In both approaahestwork of stakes is set out on the
glacier and repeatedly measured to estimate vglolitese methods work well for small
mountain glaciers and over short periods of timawelver, the sheer size of the Antarctic
continent and the remoteness of the region makerit difficult, dangerous, impractical
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and expensive to determine flow velocity with a wemtional glaciological approach.
Apart from that, to further complicate the matteearby (stationary) fiducial points,
which are often not readily available in the imberof Antarctica, are necessary to set up
a reference frame.

Fortunately we also have the means to determinge ¥Welocity remotely using
aerial photography and, more recently, satellitagery and remote sensing techniques.
More importantly, the remote sensing data recomdos becoming sufficiently long to
begin an investigation of natural flow variabiliagnd its link to climate. Where repeat
SAR data is available, orbits fall close enougld eaherence is preserved, velocity can
be determined using radar interferometry (INSARg ¥8n also determine velocity using
feature tracking techniques on sequential SAR gicta imagery. Only this technique
is capable of acquiring velocity data over shoay&) as well as long time spans (years to
decades) and of fast flowing regions. In this stuflpw velocity is derived from
sequential SAR imagery by means of feature trackitig compare these velocities with
INSAR derived velocity and data from previous stgdio investigate changes and
variability. Velocity gradients derived from thecaared data are then used to investigate

flow dynamics.

3.2.2 Feature tracking

Flow velocities can be derived from sequential Iseeimagery by means of
feature tracking. In this approach, prominent steféeatures such as crevasses or rifts
and edges (e.g. ice tongue edge) that move wittogppately the same speed as the ice,

and are identifiable on two co-registered images,uged to determine displacement and
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hence velocity. Most studies that applied thisiorilar techniques made use of optical
imagery, such as Landsat and Sgog(Bindschadler and Scambos, 1991; Lucchita and
others, 1993; Bindschadler and others, 1996). SARRgery has several advantages
including the ability to observe through cloud coeed during the polar night. Optical
satellites depend on illumination from the sun hedce are limited to observations over
only part of the year and, then only, under clégrconditions. Another advantage is that
penetration of radar waves into the upper snowrfayeveals shallow sub-surface or
snow-covered features that can be successfullkgdabut are usually hidden in optical
imagery. Furthermore there is a stronger contrastiden different types of ice (e.g. sea
ice and shelf ice) that are difficult to distinguig optical imagery, allowing ice shelf
edges to be tracked more easily. Feature traclkasdgoben successfully applied before on
glaciers in both Greenland and Antarctica usingSER SAR imagery (Fahnestock and
others, 1993; Rosanova and others, 1998). A drawhaEc SAR imagery is the
introduction of speckle noise which is inherent whesing radar systems. This is best
removed using a filtering technique of some kindmiprove velocity extraction when
using feature tracking.

Feature tracking on imagery can be done manuallyally or automatically.
Manual feature tracking has the disadvantage aigbeery labor intensive. It requires
relatively sharp features and is more subjectiam tiin automated approach. With the use
of automated feature tracking a dense velocity wep be created relatively fast, sub-
pixel accuracy can be achieved and the method weelswith small and sharp features
but also with large diffuse features. A limitatiohautomated feature tracking is that to
derive successful correlations the features shaoldchange too much in appearance
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between two acquisitions. Also, rotational moveraetén cause the cross-correlation
algorithm to fail unless more sophisticated aldons$ are used such as the RADARSAT
Geophysical Processor System, which was espedabjygned for sea-ice applications
(Kwok, 1998). In addition, automated feature tragkusually requires post-culling of the
output in order to remove false matches and ostliathich introduces artifacts if not

done correctly. In this study we apply an automdéadure tracking algorithm, named
IMCORR (see chapter 3.2.8) and developed by Scandab others (1992) on

RADARSAT-1 SAR imagery. Extracting velocity usingature tracking involves several

steps and procedures illustrated in figure 3.1disdussed in the next sections.
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Figure 3.1 Flowchart detailing the various step®ived in velocity extraction from
multi-look RADARSAT-1 SAR imagery using featuredkang.
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3.2.3 RADARSAT missions AMM1 & MAMM data

Our primary data source for this study is multiloRADARSAT-1 SAR
imagery. The Canadian RADARSAT-1 satellite was thed by NASA in 1995 carrying
on board a C-band (5.3 GHz) Synthetic Aperture RESAR) with a variety of different
beam modes. Because of its technical capabilitiesatellite offered a unique chance for
scientists to look at Antarctica. The RADARSAT-1tarctic Mapping Project (RAMP)
completed two mapping missions, the Antarctic MagpMission 1 (AMM-1) in 1997
and the Modified Antarctic Mapping Mission (MAMMMi2000. The AMM-1 mission
provided the first high-resolution radar mosaictlod entire Antarctic continent (figure
3.2, left panel) (Jezek, 1998). This was made ptessly rotating the satellite from the
normal right-looking mode to a left-looking modehel mission lasted 41 days and ran
from September 9 till October 20, with nominal asgion from September 26 until
October 14. The mosaic is compiled from numerowaraswaths and has a 25 m
resolution. It forms an important benchmark to gadgture changes. The MAMM
mission in 2000 lasted from September 3 until Noveni7. The primary goals for the
MAMM-mission were to produce image mosaics of thastal areas of Antarctica (north
of 80° S) for change detection and to measure cnalocity (figure 3.2, right panel)
(Jezek, 2002). During this mission, due to tecHmeasons, the satellite was not rotated
and the mosaic has therefore a black hole in tlgellemknown as the polar gap.

After completion of the AMM-1 mosaic a number otidies have been done
utilizing the data. Joughin and others (1999) us¢eferometric techniqgues on AMM-1
data to produce a surface velocity map of the Wedarctic Ice Streams. Their study
highlighted the complexity of the drainage basiristlee ice streams. Subsequently
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Stearns and others (2005) used this velocity datacdmparison with earlier velocity
measurements and to correlate changes in velodity f®atures identifiable on the
mosaic. Liu and Jezek (2004) used the mosaic taramdy extract the coastline of

Antarctica through a sequence of automated imageepsing techniques.

Figure 3.2 The AMM-1 mosaic (left) and MAMM mosdiight) acquired as part of the
RADARSAT-1 Antarctic Mapping Projest (RAMP) duringvo mapping missions in
1997 and 2000 respectively. The radar imagery fatmesprimary data source for this
study and is used to derive ice flow velocity. Tieck hole represents no data.

We use the RAMP imagery to obtain flow velocity ngsifeature tracking
techniques. Interferometric velocities were prodides part of the RAMP project. For
feature tracking, we use both AMM-1 multi-look ingsg which have a nominal pixel
size of 25m, and MAMM multi-look images. The MAMM ission yielded three
successive datasets 24 days apart, which haveoeggsed, single-look, nominal pixel

size of up to 10m. This higher resolution was mpdssible by using the Fine-1 beam
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mode with a slant range resolution of 5.2 m andha# resolution of 8.4 m for a single-
look image. In our study we use a polar stereogcaptojection referenced to the WGS
84 ellipsoid with latitude of true scale at 71°S.

Using the RAMP data, average velocities can be cwetpover different time
scales (3 years, 24 and 48 days) to investigaialibty in the velocity field. By using
overlapping areas of two sub-repeat-cycle (MAMM-a#iig we can even measure
velocity over sub-repeat cycles, for instance 2d 2@ days, with the feature tracking
technique. Application of feature tracking on therest possible period (3 days) proved

unsuccessful, likely due to the small absoluteldsgment over the time period.

3.2.4 Orthorectification

Orthorectification is the process whereby sateilib@ges or aerial photographs
are geometrically adjusted to correct for the tarré&bince these images are two
dimensional a terrain distortion occurs when théase model used is different from the
actual surface. Therefore for accurate orthorestiibn a high resolution digital elevation
model (DEM) is necessary that needs to be precrsegligtered to the imagery. The final
result of the orthorectification process is a mapugate image that can be compared with
other datasets.

For the purpose of orthorectification, an accu2iEM, named the OSUDEM
(see chapter 3.5), was developed for the AntaMéipping Missions, which incorporated
several cartographic and remotely sensed datakais 1999). A special software
package, designed by Vexcel, is used for the cgtiiibication of the SAR data used in
this study. This software handles both the geoapdimd removal of terrain distortions.
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Layover and radar shadow effects are predicteddbagen the DEM and these areas are
filled in with data from different radar beams ook directions (Liu and Jezek, 2004).

In order to refine the positional accuracy of satellite ephemeris a database of
ground control points was compiled, which also @aie a validation for the final map
products. Apart from this a radar transporter dggdioat South Pole was used in order to
increase the positional accuracy of the final potsluThis accuracy is estimated to be
better then 200 m (Jezek, 2003). The ground copoits that were used to constrain
the AMM-1 mosaic, together with tie points from thAMM-1 mosaic, are used to correct

the MAMM image geometry.

3.2.5 Pre processing: 16 to 8 bits conversion altering

Because IMCORR was developed for 8 bits binarysfithe RADARSAT-1
imagery, which is 16 bits, needs to be convertel bits. This reduces processing time
but at the expense of radiometric fidelity. Becatls®e AMM-1 calibrated data and the
MAMM data are scaled differently, a slightly diféert code is used for conversion of the
respective datasets. DN values lower then 100 ssigreed the value O after conversion.
Values higher then 6000 (14800 for MAMM) are aseijithe value 255. The remaining
values are optimally distributed over the rangeb4-8sing a log function. For AMM-1

data we use:

DN'= 70log'°(DN?) - 280 (3.1)
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and for MAMM data we use:

DN'= 59l0g'°(DN?) - 237 (3.2)

where DN and DN’ stand for the original 16 bits value and the cotece 8 bit value
respectively.

To reduce speckle noise and enhance surface feaburéghe SAR imagery we
apply a filtering technique. Following Kim (2004)evused an adaptive neighborhood
filter, based on a method described in Rangayyanoémers (1998). The method is based

on the Lee filter:

2

. S,
X=m+

- 5‘2
sz Y m) (3.3)
y
where X is called the linear minimum mean-squares errddNISE), mis the mean of

seed pixely ands is its variance.

Instead of using a fixed-sized neighborhood, thehne&jue uses an adaptive
neighborhood that identifies pixels belonging teaaticular feature. In this way only
pixels belonging to the same features are usednyute statistics of noise and signal.

To indentify features the region growing technigses a tolerance threshdigo that:
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Veor Yo/ ET (3.4)

where Ysis the seed pixel anYs are its eight connected neighbors. The thresfiold
varies across the image based on local statistioeise. Processed images have a higher
visual quality and make the edges sharper (figuBy. 3'he application of this filter

greatly improved the retrieval of velocity inforrmaat from the imagery.

Figure 3.3 Two scenes illustrating the differenedween an unfiltered image (a) and a
fillered image (b). The filtering technique uses adaptive neighborhood to calculate
statistics of noise and signal.

3.2.6 Co-registration and tie points
An important step in feature tracking is co-registn of the image pairs. This
must be done accurately because most of the welecior is associated with co-

registration errors. We use orthorectified imag deith geolocation accuracies of 100-
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200 m. Residual registration offsets are compedsatth a linear transformation based
on tie points and fixed features. This is done nalgloy matching pixels and features in
ice-free fixed areas such as nunataks or islandshar fixed features (figure 3.4). By
adjusting corner coordinates and using the flidkection in IMAGINE an optimal co-
registration can be achieved. No rubber sheetimy@ved in the process. Results show,
however, that this method for co-registration i$yaaccurate on relatively small scenes.
For larger areas there is usually too much distortiaused by errors in the DEM used for
orthorectification and these areas need to be subsethat reason or other more

complicated scheme’s need to be used.
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Figure 3.4 lllustration of the co-registration pess. Shown are two linked scenes with
the cross hair on the same position. On the lefigen(AMM-1) the cross hair is on the
tip of the island. In (a), before co-registratitime cross hair in the MAMM image (right)
points at a different location. After co-registaatithe cross hair falls on the same point

(b).
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3.2.7 Image cross-correlation: IMCORR

Feature tracking is done automatically using IMCORRRge cross-correlation
software described in Scambos and others (199R\cipally a ‘reference window’ from
one image is extracted in a grid like pattern amchgared with a larger ‘search window’
from another (co-registered) image (figure 3.5cdkrelation index is calculated at every
location where the reference window fits within tbearch window. The algorithm is
based on the normalized cross-covariance methodelyhighe DN values of the two
windows are normalized so they have a zero meas.aMoids problems associated with

differences in illumination or brightness. The &dation index is calculated according to:

(r(l,s) - n?)(su,s) - /72)
CI(L,S) = = 1/2 1/2 (3.5)
(r(l,s) - ’77)2 | (S(I,s) - ’72)2

l,s

whereCl_s) is the correlation index at the midpoint of theedap between the

reference and search windowgs)land gs) are the DN values of the reference and search

windows respectively at point,§), /7 and /2 are the average DN values for the
reference and search windows respectively. Theegatd the correlation index can vary
between -1 and 1. For computational efficiency ¢hess-correlation is computed in the

frequency domain rather then the spatial domain.
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Figure 3.5 Two co-registered RADARSAT-1 scenes pfdalski Ice Tongue illustrating
IMCORR. A reference window from a 1997 scene is parad against a larger search
window from a 2000 scene. A matching window, witlxanum correlation, is found
and the displacement of its midpoint (disp) frone tbriginal location is given. The
displacement is given in number of pixels and sthdag¢ multiplied by pixel size and
divided by the time difference between the acqois# of the two images to obtain the
average velocity over period. We modified IMCORR implementing a variable-sized
window routine as to increase the number of valataines and velocity data points (see
chapter 3.2.10).
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To obtain sub-pixel offsets a biquadratic functisnfit through the correlation
values creating a two-dimensional correlation stafffigure 3.6). The function of this

surface F) can be defined as (after Zhao, 2001):
F(x,y) = ax’ +by* + cxy+dx+ey+ f (3.6)

where a-f are surface parameters that can be datminfrom the known correlation
values of the central pixel and its 8 surroundieghboring pixels. The maximum of this
function is found by solving:

E=2ax+cy+d =0
X

(3.7)

E=2by+cx+e=0

Combining these two equation yields the solutiothe®sub-pixel x- and y-offsets:

2bd - ec
X=—
c” - 4ab
(3.8)
_ 2ae- dc
Y=Y+
c” - 4ahb

The reported match is the location with the maximeonrelation value. Subsequently

several correlation statistics are calculated itleoito assess the validity of the match.
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These include the number of secondary peaks, tlz raed variance of the correlation
surface, peak-above-mean, peak-above-second-pealulawidth at half maximum for
the primary peak (Scambos and others, 1992). Wheadiéd match is found velocity is
calculated from the time interval and the distaotdisplacement. Calculated velocity is
considered to be the average surface velocityofdfexence window over the time span
concerned.

The shape of the correlation function is an impdrtadicator of the measurement
accuracy. The sharper the peak the more confidesitdoe placed in the reported match
(figure 3.6). Differences can be caused by a diffesize or shape of features. Problems
can arise if there are no obvious features in @meted window, if the search and/or
reference windows are too small, if features amdimensional, if features are repetitive
in character, or if a feature has changed too mi@appearance, for instance a closing,

widening or rotating crevasse.
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Figure 3.6 Two correlation plots derived from comipg a ‘reference window’ with a
larger ‘search window’ extracted from two differesstenes of the 2000 MAMM mission
taken 24 days apart. The peak of the surface gmmels to the reported match. The
shape of the correlation function is an importauticator of the measurement accuracy.
Sharp pronounced peaks (a) have a higher accuranybroader peaks (b)

3.2.8 IMCORR settings
When using IMCORR several settings must be specitrat are important for

successful retrieval of velocity. Among these dre $earch and reference window size,
the grid spacing of window retrieval and (optionaBnd y search offsets.

Window size:An important parameter for feature tracking is teéerence and
search window size. The size of the reference windetermines the size of the features
that are tracked. There is a trade off when settiegwindow size. If the window is too
small there might not be enough information forcassful correlations, especially if

features are repetitive. If the window is too latge level of detail of the final velocity
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map is reduced. We experimented with different windizes and found the best result
is achieved using a reference window size of 1288 pixels (an area of 1280 m x
1280 m) for the 24 and 48 day velocities, deriveanf 10 m data, and 64 x 64 pixels (an
area of 1600 m x 1600 m) for the 1997-2000 compassthat uses 25 m data.

The search window is the area against which thereate window is compared.
It should be large enough to capture the full raoigeelocities within a particular scene.
Its size strongly affects computational time andusth therefore not be taken larger then
necessary. By default the search window is centenetbp of the reference window, but
an offset can be given if velocities are too lafgge below). Usually a search window of
192 x 192 pixels is sufficient. For scenes with mlevvelocity range larger search
windows are necessary. Often this is not practra IMCORR is better run multiple
times using different offsets after which the outpiles must be merged together
(illustrated in figure 3.9).

Grid interval: The grid interval determines the spacing of exédaeference
windows and thereby also the number of velocitywec By decreasing the grid interval
the number of vectors increase, but if the intetsvabo small it can lead to over sampling
because individual vectors are not entirely siailiy independent. In this study we use a
grid interval of 16 pixels for the 25 m data andpigels for the 10 m data. This means
that the individual reference windows overlap apprately 75 %. The setting
determines the size of the final velocity pixel deads to velocity pixels of 400 x 400 m
for the presented velocity maps, which is the samesed for the INSAR velocity.

Offsets:Because by default the search window is centenetd of the reference
window there is an upper limit on velocity that cae measured. The maximum
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measurable displacemerid ;) dependents on the size of both the referencetlaad

search window as follows:

max

N
N |

(3.9)

whereS andR are the sizes (in pixels) of the search and reterevindow respectively.

This means that for a reference window of 64 x &4lp and a search window of 192 x
192 pixels the maximum measurable displacement gixels. For 25 m data and a time
interval of 3 years this means that velocities bigthen 533 m &cannot be measured.
Many glaciers in Antarctica move faster than thadl & is therefore advantageous to
either increase the search window size or giveeagtroffset for the search window in the
main flow direction of the ice to capture the rarajevelocities. Enlarging the search
window significantly lengthens computing time aine tiatter option is therefore often
more desirable. However, where strong gradient®locity exist the use of an offset can

preclude successful correlations for slower mowreps.

3.2.9 IMCORR modifications

As mentioned the size of the reference window detezs the size of features
that can be tracked. Sometimes the eye can €#asibk’ movement of features, but
IMCORR does not give results. In that case the lprohs likely a not optimal search or
reference window size. The search window might de small so that the actual

corresponding match is not found or it can alsthia¢ the reference window is too small
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and therefore does not contain enough featuresuocessful correlations. We modified
the original IMCORR code as to overcome this problén the modified version, if for a
given reference and search chip size no valid ma&clkound, both are expanded
according to user specified settings. This greatiproved the number of successful
matches because the correlation maximum becomdsr aistinguishable from the

background correlation value (figure 3.7).
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Figure 3.7 Two correlation plots derived from comipg a ‘reference window’ with a
‘search window’ for a test area and illustrating #ffect of the modification of IMCORR
developed in this study. In a) the reference aadcbewindows are too small and because
of the repetitive character of the features (creggps no valid match is found as the
correlation plot consists of several ‘waves’ simila strength with no distinguishable
peak. In b) both the reference and search window®m@larged and now there is a peak
on one of the waves and a valid match is givens ©caused by the extra information in
the extracted windows.
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3.3 Validation and outlier removal
3.3.1 Visual check and vector validation

We test the validity of our results by visual insfen of the velocity field and by
extracting several image windows manually and iigasng the resulting correlation
plot (figure 3.6). To identify any systematic effecwe compare our velocity
measurements, where possible, with field derive® @Rasurements available through
the online VELMAP database (see chapter 3.4).

Velocity has both magnitude and direction. Besi@®es investigation of the
magnitude, it is important to visually verify outpuelocity vectors. We project the
vectors on the original satellite image to check donsistency with other vectors and

features in the image (figure 3.8).
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Figure 3.8 Velocity vectors projected on a RADARSATmage of David Cauldron, an
icefall on David Glacier. The vectors are well akg with the flow lines indicating
accurate co-registration.

3.3.2 Outlier removal

In some cases, for a number of reasons, IMCORR wioiefind a valid match and
either gives an erroneous result or no resultlaiTals problem can arise, as mentioned
earlier, if there are no obvious features in arraetéd window, if the search and/or
reference windows are too small, if the featuresare dimensional, if the features are
repetitive in character, or if a feature has chdng® much in appearance. In the
correlation function this translates into a cotiela peak that is very low, multiple peaks

similar in height, a peak that does not stand gatrest the background correlation value,
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or a peak that falls too close to the edge of ackeaindow. IMCORR has a built-in
algorithm that deals with these situations and lisgaves a result flag that indicates no
valid match has been found and a displacement alse@ssigned. However, often these
invalid matches are mistakenly accepted resultinggorrect displacements in the output
file. These invalid matches are called outliers arelundesirable since they contaminate
the velocity map, obscure valid flow features on dafluence calculation of flow
parameters such as strain rates.

There are different ways of dealing with these atadgaps and outliers in an
efficient way. In the case where IMCORR fails tadfia valid match, but the eye can
easily ‘track’ movement of features, the problemoften the size of the search and
reference window (see chapter 3.2.8). To deal wgthaining invalid matches and to fill
up no-data gaps the threshold correlation valubMi@ORR can be adjusted, but this
likely also results in fewer valid matches beingared. Therefore using filtering and
interpolation techniques on the output is oftenarasirable.

A first quality control is visual inspection of tloaitput file by creating a velocity
field (see chapter 3.3.1). Frequently the mostesxé outliers are filtered out easily by
setting limits on reasonable values of magnitudieceSmagnitude is based on velocity in
both x (V) and y-direction (Y), it is necessary to plot and investigate theseels If
the approximate flow direction and magnitude inaa@a is known beforehand, based on
visual inspection of satellite images, x or y vélpextremes are easily filtered out by
setting limits on acceptable values. To deal waiaining outliers a different approach

must be used, which we discuss next.
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3.3.3 Mean and median filters

To deal with outliers there are various standdtdring techniques widely used in
image processing, such as median and averagirgysfiliThe standard approaches,
however, often have drawbacks such as alteringd vddita points, introducing edge
effects, or, in some cases, validating outliers.a&arage filter applies a moving window
of preset size (usually 3x3 or 5x5 pixels) to thgpat file (in matrix form) and calculates
the average value of the window which is then amsigo the central pixel. The problem
with this is that outliers are used in the caldolatof the average, so extreme outliers
cause an undesirable result. A median filter da#shave this drawback. It assigns the
median value of a window to the central pixel |essg the influence of extreme outliers.
At the boundary between a region with valid datd aa data, however, an undesirable
effect often occurs and valid data points are ddletr data is added. Apart from that the

method is not suitable if there is a cluster ofiit data points.

3.3.4 Mask filter

The methods described above apply fixed windowbeadata. A better approach
is to apply a region growing technique that loo&s rfegions with a similar velocity to
calculate statistics of noise and signal and elt@routliers. This is comparable to how
the human eye would do it. Photoshop has a convetael which does just that. A pixel
in a coherent region can be selected and then therBunding pixels are evaluated for
similarity and rejected or accepted based on a-gysexified tolerance. This type of
algorithm loops around the selected pixels ands#tected region ‘grows’ outward until
no more valid points are found. Before doing this iadvantageous to first increase the
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contrast of the magnitude image. Since the Phofposbonats do not have the actual
velocity values of a pixel, we use the approacly dolcreate a mask whereby the valid
region is given a value of 1 and the rest 0. Thekma then imported in Matlab and

applied to the original data. This method worksegtionally well to filter out most of

the outliers and results in an improved velocigtdi(figure 3.9). The method however,
does not fill in data gaps, which in some casdavered rather than leaving gaps in the
velocity map. Another drawback is that becauss manual work results are somewhat

more subjective.
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Figure 3.9 Ice flow velocity on Brunt Ice Shelf asdancomb-Wills Ice Tongue, a)
unfiltered IMCORR output of fast flow; b) mask ctee by a region growing technique;
c) output after the mask filter is applied; d) saafter leftover outliers are filtered out and
small gaps are filled in using a standard deviafitter (see chapter 3.3.5); e) filtered
output of slow flow; f) merged fast and slow flowopected on a RADARSAT-1 image
with some vectors displayed.
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3.3.5 Inverse distance weighted standard devidtltar

To eliminate leftover outliers and to fill in smadlata gaps we designed a
modified averaging filter that is applied to botlamd y velocity components. This filter
extracts a window (5x5 or 7x7 pixels) and calcidatee mean and standard deviation. It
calculates a range of acceptable values by congutie mean plus the standard
deviation and the mean minus the standard deviatmohevaluates if the central pixel of
the window falls within these limits. If so the ginal value is accepted and not altered
(values are altered with a regular averaging jiltéithe central pixel does not fall within
the acceptable range its velocity value is predid@sed upon velocity values of
surrounding pixels. In our approach first the autliof the window are excluded and then
an inverse distance weighted average of the renwsurrounding values is calculated
and assigned to the central pixel. In this wayateraging takes place after outliers are
removed. The predicted result is therefore not aontated or biased by outliers. We
apply an inverse distance weighted interpolatiggo@ihm based upon Liu (1999). The
method predicts a value based on a linear weigfiedtion of its (hon outlying)

neighbors within the window:

%= wu(p) (3.10

Where \7; is the predicted velocity value for poigt v(p) is the value of neighboring
(and non-outlying) poing;; s is the number of non-outlying neighbowg,is the weight of

pointp; and is given by:
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4 (3.11)

whered; is the distance between pooptand neighboring poiry andm is the distance
friction factor, for which we use a value of 2. Tigea of this approach is that points
nearby will have a more similar velocity than psifiurther away.

In the approach described above no-data pointsrimgahey have a value of 0)
are included in the original calculation of accépgaange for a window. They cannot be
thrown out upfront because otherwise if there as g few pixels with either valid or
erroneous data in a window with many no-data pdimty get validated right away and
they will be used to determine the value of thetregmpixel. This is not desirable, if most
pixels in a window are no-data points it is prelfdeato assign a zero to the central pixel
rather than some value based on just a few dataspdn the approach used here the
central pixel will therefore become (or remain) @adata point in this case, because the
acceptable range will fall around zero and the data points will be considered outliers.
This, however, can result in rejection of valid miei in rare cases. If there is enough
actual data in a window zero values automaticalllydutside of the acceptable range, but
there is a conflict situation when a window hasudlas many zero values as data points.
Therefore the algorithm checks how many no-datatpoare in a window and when
about 50% of the values are no-data points it cedatles the acceptable range after they
are removed. Again the central pixel is evaluated its validity is determined. Its value

is either accepted or replaced with a weighted ageerof the remaining values. After
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applying the filter on both x and y velocity a finanagnitude map can simply be

calculated by:

Voo = J02+v,7) (3.12)

In our approach newly predicted values are takém aecount for calculation of
the statistics for the next extracted window. Timight lead to slightly different results
depending on in which corner the algorithm stdotd,is preferable because it reduces the
number of times the filter must be applied in ortdefill up gaps. The whole process can
be repeated several times to fill up more gaps awuitheading to noticeably more
smoothing as values that are already accepted dgehmot altered. The newly adapted
method developed here greatly improves the comsigtef the velocity data (figure

3.10).
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Figure 3.10 Various examples and stadia of therfily and interpolation process for a
region on Jelbart Ice Shelf, a) unfiltered IMCORERput; b) same after setting limits on
extremes; c) normal median filter with window siBeapplied; d) inverse distance
weighted standard deviation filter applied 1 timé&haut including newly predicted

values in the statistics; e) and f) inverse distam@ighted standard deviation filter
applied 1 and 5 times respectively, using a windmxe of 5 and with newly predicted

values included.
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3.4 Error estimates

The largest error source for feature tracking detivelocity is due to image
geolocation and co-registration. These errors aseiraed to be constant throughout the
image and can therefore be considered systematicseFeature identification is more
reliable over short intervals but systematic errams more of a concern because of the
much smaller absolute displacements. The percaot eontribution relative to the
velocity magnitude changes somewhat depending an time interval between
observations. We estimate that our 10 m repeatagthges are accurately co-registered
to within one pixel or 10 meter (for both the 24da48 day interval). We estimate an
additional random error of about 0.5 pixel (or 5 associated with limitations of the
algorithm used for feature tracking. The total eisothe sum of these and translates into
a velocity error of approximately 228 rit for derived 24-day averaged velocities, and
approximately 114 m hfor 48-day averaged velocities. For longer timterivals (3
years in our case) registration errors are offsetame degree by the increase in actual
displacements and the longer time interval. Orother hand, we find that it can be more
difficult to reliably locate similar features thatay have changed appearance over that
time period. Co-registration of AMM-1 25 m (199 HdaMAMM 25 m data (2000) is
believed to be accurate to within three or fouregsx75-100 m), a relatively small value
compared to ice-feature displacements. This tréeslainto an uncertainty of
approximately 35 m afor 3-year averaged velocity.

The error associated with the IMCORR algorithm lgaatises from the ability to
find the correlation peak. In order to investigtite peak finding ability we ran IMCORR
using the same images, basically calculating thecawrelation. This was done for
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different reference and search window sizes andl igtervals. In all cases the reported
values had a zero mean for both the x and y commparfedisplacement (figure 3.11).
The standard deviation is inversely related toregfee window size. For the default
reference window size (64) used primarily in thigdy the standard deviation is 0.030
pixels. Doubling the reference window size decreabe standard deviation by about
50%. Apart from this error there remains an errotacating the same feature in two

different scenes and the geocoding issue disclssme.

Figure 3.11 Two histograms showing the displacenrent (left) and y (right) direction
given by IMCORR using the same image. The seardirefierence windows were set to
192 and 64 pixels respectively and the grid intevas set to 16 pixels. The histograms
have a zero mean and a standard deviation of 0pd&fls. Doubling the reference
window size decreases the standard deviation bytditiso.

83



3.5InSAR
3.5.1 Theory and applications

Synthetic aperture radar interferometry (INSAR) basn widely used to measure
glacier surface velocity since the early 1990s, mwitgoldstein and others (1993)
successfully retrieved velocity of the Rutford B&eam in Antarctica. It can be used to
measure ice velocity as well as grounding line tomsito unprecedented detail. The
technique is capable of producing high resolutiad aigh precision uniform velocity
fields, even when velocities are very small. ltusually combined with a different
technique called speckle tracking, which uses dighents of correlated speckle

patterns in pairs of SAR imagery, to derive iceiomt
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Figure 3.12 Geometry of an interferometric SAR ifirdoughin and others, 1996).

In the INSAR technique the SAR is basically opatae an interferometer. The
RAMP project utilizes so-called repeat-pass interfeetry whereby the interferometer is
operated from two nearly repeating orbits. Figur&23shows the geometry of an
interferometric SAR (adapted from Joughin and &h&896). Two images are acquired
from a slightly different position with the saté#lilocated ag, and later a&,. During the
first pass the satellite is at an altitudeThe rangeto, and look angle,, to a target point

on the ground is determined by the ground raggend elevationz. The difference in
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range to the same target between the two passedss range difference is determined
by looking at the phase difference information (thikerence in number of cycles). As
part of the interferometric processing chain arerfierogram is created with fringes
representing phase difference. The phase differemegt be unwrapped to remove the

modulo-2 ambiguity, this yields the unwrapped phéf After that is done the

unwrap *
range difference can be expressed as a functioa wfotion dependent term and a

topography dependent term and can be determinad:usi

f

— unwrap _

Lr 3.13
2k 4p unwrap ( . )

wherek is the wave numbe/ is the radar wavelength aluwrap is given by:

funwrap = fmotion + ftopography (314)
Topography related fringes must thus be removen ftbe interferogram in order to
retrieve the fringes related to ice motion, fosthaihigh quality DEM is used. Once this is
done the ice motion can be estimated to approxignatee quarter of a radar-wave cycle,
(a few centimeters in the case of RADARSAT-1; JeZ803). The motion dependent

term in equation 3.14 is related to changes inytlad z coordinates between the two

passes, the wave number and the look angle asvi®(ldoughin and others, 1996):

J motion = 2KI(Y, - Y1)sinG - (2, - z)cosq] (3.15)
86



Since interferometry only yields relative displa@sts absolute displacements
must be derived by using control points with knawation. The INSAR data used in this
study utilize ground control points from a variety sources such as data from the

VELMAP project (chapter 3.6).

3.5.2 InNSAR method

In this study we use INSAR velocity data providedthe RAMP project, in
particular we use the data acquired from the MAMMSsion. This mission yielded three
separate cycles 24 days apart from which coheraing pvere used to derive velocity,
using a hierarchical approach. Images chips arsscrorrelated first using a complex
correlation method. If this fails, an amplitude redation method is applied. If this also
fails then the chip size is increased and the duogadi correlation applied again as
basically a feature tracking approach (Jezek ahdrst 2003). The several approaches
are combined to provide the best correlation o@aion coherence. Range and azimuth
speckle offsets measured using the amplitude antplex registration methods can be
used to compute surface displacement between twuisatons. Ascending and
descending range displacements from interferogmsade the most accurate estimates.
Velocity components are computed in these diffevemts and final velocity is computed
based on a weighted average. Weights are deterrbameetl on estimated errors. In this
study we use INSAR velocity maps gridded to 400smilar to our feature tracking
velocity.

For INSAR velocity the accuracy using the speckdeking is as good as 0.01
pixel size depending on the coherence. For RADAR3Adata this means about 0.05
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meter, or 0.75 m afor a 24 day acquisition interval and 0.38 i far a 48 day
acquisition interval. The typical chip size is uuaet to be 64 by 64, which corresponds
to about 350 by 350 meters for the fine beam deta¥ée note that the INSAR results are

tidally corrected using a tidal model describe@obertson and others (1998).

3.5.3 InSAR versus feature tracking

Automatic feature tracking works well within area$ fast flow and with
prominent surface features, while in slower morenbgenous areas the method is not
always satisfying. The differential INSAR technique the other hand provides accurate
results in slow moving homogeneous areas, whilenoféiling in areas of rapid motion
due to low coherence (also noted by Joughin aneretii999). Feature tracking therefore
represents a method whereby velocities can bendeted even when interferometric
coherence is low. In addition feature tracking jpplecable on sub-repeats (orbits that
partly overlap but with sub-cycle repeat time),Igieg velocity data averaged over time
spans not possible with interferometry and spetkleking due to base line restrictions.
IMCORR however, does only give the x- and y- conmgras of velocity. The z-
component cannot be determined from the methothignstudy we use velocity derived

from both methods to draw on the benefits of the mmethods.

3.6. VELMAP velocity and literature

In addition to the velocity datasets derived fragattire tracking and INSAR we
use other sources for velocity comparisons. TheoNak Snow and Ice Data Center
(NSIDC) has compiled a dataset of Antarctic glasielocities that is available online.
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The velocity data is derived from various methods;luding field derived GPS
measurements and feature tracking methods using O imagery of various
different times.

The data is in ASCII format and includes latitutigitude, speed, bearing and
error range. The dataset was used as absolutekttmitthe INSAR velocities used in this
study. We use the data for comparison with derivetbcities and quality control

purposes. Furthermore we use data reported iatlites.

3.7 Additional datasets
3.7.1 Surface topography

For the stress analysis in this study we need lddtanformation of glacier
geometry, in particular the ice thickness and serfgradient. We use two sources for
surface topography: the OSU Antarctic Digital Ektwa Model (OSUDEM) and ICESat
data.

The OSUDEM is a very detailed and accurate reptaien of Antarctic
elevation (figure 3.13). It was developed in ortteicorrect for terrain distortion in the
RADARSAT-1 mosaics. A variety of cartographic amamiotely sensed data have been
integrated to form the elevation model (Liu, 199&)e reported accuracy is about 100 to
130 m over rugged terrain, about 35 m for the €teage sheet margins, better then 15 m
for the interior and better then 2 m for ice shslvBeveral DEM'’s at continental scale
were produced at different grid intervals; in tkisidy we use the version with a grid

resolution of 200 m for the ice dynamics calculasio
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Figure 3.13 Hill shaded relief map of the OSUDEAdlapted from Liu, 19991 he DEM
is a compilation of different datasets, with difet resolution, and looks therefore
smoother in the center.

We also use surface topography data derived froenitle, Cloud and land
Elevation Satellite (ICESat) launched by NASA ir0300n board, this satellite has the
Geoscience Laser Altimeter System (GLAS), whichthe first laser-ranging (lidar)
instrument for continuous global observation (Sehartd others, 2005). It is especially
designed to measure ice-sheet topography and @addatmospheric properties. The
laser-ranging device transmits pulses of infraaed green light at 40 Hz and records the

time it takes for the pulse to reflect from thetlkar surface and back to the satellite.
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Laser footprints are about 70 m in diameter andspaeed at 170 m intervals. We use the
level 2 altimeter product (GLA12) which has dataonfr all available missions
incorporated. The data is originally referenceth® OSU91A geopotential model (Rapp
et al., 1991). To obtain heights relative to the 8v&! ellipsoid we add the geoidal
undulation. For floating ice, surface elevation ¢snused to estimate ice thickness by
assuming hydrostatic equilibrium and estimatingcndensity. We use ICESat derived
ice thickness where the quality of the BEDMAP timeks (see chapter 3.7.2) is poor. The
error associated with this approach is believetbdan the order of 50-100 m, which

includes errors associated with the laser elevatiensity and geopotential model.

3.7.2 BEDMARP ice thickness

In this study we use ice thickness estimates fraBDBAP. This is a database,
compiled by the British Antarctic Survey, which asailable online and consists of a
compilation of ice thickness estimates from numsreurveys taken over the past 50
years (Lythe and Vaughan, 2000). The goal of th®BEP project was to integrate all
available ice thickness estimates and form a mofdide bedrock topography underneath
the Antarctic ice sheet, which in some locationbusied beneath more then 4000 m of
solid ice. We use a digital thickness model withaminal spatial resolution of 5 km
(figure 3.14). This model is, like the SAR imageryPolar Stereographic projection with
latitude of true scale at -71°. The most imporgmirces of error in the ice thickness data
are associated with inaccuracies in navigationstesys and the precision to which the
actual ice thickness observations are determingdh€. and Vaughan, 2000). The
precision of the ice thickness data is highly valeaand, depending on location, ranges
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from 10m to 180 m (figure 3.15, adapted from Wu dedek, 2004). For floating ice we
use thickness estimates derived from ICESat da& ¢kapter 3.7.1) to complement the

BEDMAP data.

Figure 3.14 BEDMAP digital ice thickness model aftArctica. Ice thickness is given in
meters.
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Figure 3.15 Bedmap thickness error (adapted fromavtiJezek, 2004)

3.8 Summary
In this chaptemwe have discussed and laid out the various datasetsnethods

that we use to gather data utilized in this stude gather and combine a number of
remotely sensed datasets that form the startingt foi the stress analysis described in
chapter 2. Although the concept of the featurekiractechnique is straight forward, the
actual implementation of the procedure on the SA®Radrequires a number of
modifications that are developed and highlightedthis chapter. These include the
application of a speckle filter on the RADARSAT-hages, the modification of the
feature tracking algorithm by including a varialdezed window function and the

development of a filtering technique to get rid aidtliers and fill gaps. All these
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procedures led to a great improvement in the quafithe derived velocity field, which
is necessary for a detailed assessment of glageantics. The use of various other
sources of velocity data complements the data gadhm this study and allows for a
detailed investigation of temporal and spatial aaifity.

Apart from velocity data we also need to include tise of a number of other
datasets in order to do the stress analysis. Tinetgde extensive datasets of surface
topography and ice thickness. The datasets thatisgeand describe here are the best
available datasets at the time for the purposdisfdtudy and highlights the importance
of these previous studies. Although each datasdtmethod has its drawbacks and
limitations, the application and integration of tkarious datasets allow for a more
detailed investigation of glacier dynamics on aewidcale than previously possible and

adds to the value of the RAMP project.
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CHAPTER 4

THE FLOW REGIME OF DAVID GLACIER

AND DRYGALSKI ICE TONGUE

4.1 Introduction
In this chapter we analyze spatial and temporabldity of the surface velocity

field of David Glacier and Drygalski Ice Tonguenorthern Victoria Land, Antarctica.
First we summarize the geographic setting and te$tdm previous studies. Then we
present velocity maps. We compare INSAR with featuacking results and also, where
available, with VELMAP velocities. We find the veity to be very constant over the
time intervals of observation and good agreemettt @arlier studies extends this time.
We determine basal melting along the entire icguenand the calving behavior. Finally
we investigate the stress partitioning along thacigk and its tributaries using the
velocity data and derive an equilibrium profile tbe ice tongue. Our stress calculations
show that upstream glacier flow is largely contrdllby basal drag, as opposed to, for

instance, the dynamic West Antarctic ice streams.
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In the fjord, glacier flow is controlled largely pasal drag but its role decreases
once the fjord gets wider. Along the ice tongue the/ing stress is balanced by

longitudinal stress gradients to within our limatfsdetection.

4.2 David Glacier- Drygalski Ice Tongue

David Glacier is the largest outlet glacier in hern Victoria Land (figure 4.1). It
drains approximately 212,000 knof the interior ice sheet into the Ross Sea, &md i
annual flux is estimated to be about 15.4 + 2 Eh(Rignot, 2002). Frezzotti and others
(2000) estimated the grounding line position of thain (southern) flow to be located
near the mouth of David Cauldron. Subsequentlyn&ig2002) estimated the grounding
line position using INSAR fringes and found it te everal kilometers upstream of the
original estimate.

The glacier is funneled through a narrow gap in Tn@nsantarctic Mountains
where it starts to float and forms a floating iomgue, extending more than 140 km
beyond the grounding line and varying in width fraf km at the upstream end to more
than 25 km after leaving the confining valley walls

The ice tongue forms an effective barrier that 4raputherly fast ice and keeps
the Terra Nova Bay Polynya free from northwardtoirgf pack ice (Bromwich and Kurtz,
1984). A significant amount of surface area wag thging several calving events in
2005 associated with the drifting iceberg B-15.e Tact that the David Glacier drains a
largely marine-based sector of the East Antarcte Sheet (BEDMAP bottom

topography data) suggests that the region hasateafpal for rapid change.
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Figure 4.1 RADARSAT-1 mosaic of David Glacier and/@alski Ice Tongue in Victoria

Land, acquired during the MAMM mission in Septeml&00. The inset shows the
location of the David Glacier drainage basin. Degglcare in red: the outline of swaths
used for feature tracking and their overlappingaare blue: coastline of 1997 derived
from the AMM-1 mosaic; in green: 1960 outline (fran$GS map), after approximately
40 km calved off in 1957; in orange: 1956 outlif@egzzotti and Mabin, 1994); solid
black: approximate position of the grounding likgghot, 2002); dashed black: velocity
profile shown in figure 4.6; in yellow: sectionsathcalved off in early 2005 (totaling
approximately 150 k).

4.3 Previous studies
Investigators have measured surface velocity omgldaer since the mid-1980’s.

Holdsworth (1985) made velocity estimates by maaguhe displacement of a notch in
the ice tongue 50 km from the coast. Swithinbard88) compared identifiable features
in Landsat multispectral scanner (MSS) images timese average velocity at the
landward end of the ice tongue over a 14 month spen. Lucchitta and others (1993)
also used Landsat-image pairs to derive displacemar the period between 1973 and
1988. Frezzotti has used both sequential satefti@gery and GPS field surveys to

determine velocity for different time intervals deFrezzotti, 1993, 1998, and 2000).
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Rignot (2002) used INSAR and speckle tracking oS8R data to derive velocity in the
grounding area. The measurements derived in thadees will be used in this chapter

for comparison.

4.4 Velocity

We present 2000 velocity measurements of David i@&laand Drygalski Ice
Tongue derived using feature tracking and interfestsy on sequential RADARSAT-1
synthetic aperture radar imagery. We compare 24anay48-day averaged velocities, 3-
year averaged velocities, and velocities from eadtudies to investigate variability in
the velocity field. We go on to use the velocittescompute mass balance and basal
melting along the ice tongue and to examine theirmglprocess from the tip of the ice
tongue. Finally we use the derived velocities teestigate the dynamics of the glacier
system in an effort to determine the glaciologgighificance of the ice tongue.

To obtain short term velocity fields we use twoamadwaths, per MAMM-cycle,
covering our study area (figure 4.1). For each etlese two adjacent swaths are
acquired 3 days apart. The time interval of repests swaths is exactly 24 days (table
4.1). We applied feature tracking on these cormedimgy swaths. For each time frame
under consideration the resulting files are themgex to create 24 and 48 day velocity
maps of the whole area. By using overlapping acéds/o sub-repeat-cycle swaths we
can also measure velocity over other time spamangtance 21 and 27 days. We could
not successfully apply feature tracking techniqteeshe 3 day sub-repeat cycle, likely

due to the small amount of absolute displacement.
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Orbit pair Time span  Resolution

MAMM 25509-25852 9/23/00 | 24 days 10 m
cycle 1 - cycle 2 10/17/00
MAMM 25552-25895 9/26/00 | 24 days 10 m
cycle 1 - cycle 2 10/20/00
MAMM 25509-25895 9/23/00 | 27 days 10 m
cycle 1 - cycle 2 10/20/00
MAMM 25552-25852 9/26/00 | 21 days 10 m
cycle 1 - cycle 2 10/17/00
MAMM 25509-26195 9/23/00 | 48 days 10 m
cycle 1 - cycle 3 11/10/00
MAMM 25552-26238 9/26/00 | 48 days 10 m
cycle 1 - cycle 3 11/13/00
MAMM 25852-26195 10/17/00 | 24 days 10 m
cycle 2 - cycle 3 11/10/00
MAMM 25895-26238 10/20/00 | 24 days 10 m
cycle 2 - cycle 3 11/13/00
AMM-1 1997 AMM-1/MAMM Oct 1997 | 3 years 25m
MAMM 2000 mosaic Oct 2000

Table 4.1 RADARSAT-1 data used in this study. THeeent time spans allows for an
investigation of variability.

The RADARSAT images reveal that the ice tongueahdsstinct crevasse pattern
that can be tracked automatically over 3 yearsuffigt.2 a). There is a gradual increase
in velocity on the floating section from around 5804* reaching a maximum of 750 m
a’ at the ice front. Upstream on David Glacier, meagwelocities are sparse due to a
lack of traceable features over this 3-year timensfhere, we measure velocities that
range from about 150 ni*ao 300 m 4.

Figures 4.2 b-f show feature tracking and InSARowwy derived using the

MAMM mission acquisitions. For this shorter timeagpwe get good results, even above
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the grounding line. We measure the fastest velocitya section called the David
Cauldron, an ice fall caused by a sub-glacial rid§eithinbank, 1988). Velocities
increase sharply from the grounded inland ice togaine ice fall, reaching values of up
to 1039 m &, and then decrease again. Velocity increasesggh &owards the ice front.
The velocity plots also reveal large patches ofkiahle multi-year sea ice south of the
ice tongue. This fast ice is generally moving ia #ame direction and at the same speed
close to the glacier, and gradually slower awawfib This suggests a coupling between
the two.

We subtracted displacements from the second 24dagd with those from the
first 24 days and plotted the resulting differemac®l histogram (figure 4.3). The spatial
patterns visible in the plot are likely the resaft limitations of the feature tracking
algorithm. The histogram seems to be slightly skewsut we do not measure any
significant changes.

The difference between 48-day averaged velocityivelé by feature tracking
between cycle 1 and 3 in 2000, and 3-year averagledity, derived by feature tracking
between imagery from 1997 and 2000, is plottedguaré 4.4. Differences are small and
fall within the error limits and the associatedtbggam reveals an approximate zero
mean in differences. This implies that ice flow bagn at most slowly changing over the

past 3 years and more likely has been nearly consta
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Figure 4.2 Ice flow velocity on Drygalski Ice Torggand David Glacier, in meters per
year, derived using:

a) feature tracking (1997 and 2000),

b) feature tracking (cycle 1-2),

c) feature tracking (cycle 2-3),

d) feature tracking (cycle 1-3),

e) INSAR

f) INSAR and feature tracking combined.

Velocity rapidly increases from just a few metees pear in the inland to approximately
1000 m & in the David Cauldron ice fall after which theyodrto 500 m & and
gradually rise towards 750 m*at the calving front. Visible in b-f are large glags of
multi-year sea ice attached to the glacier. Vecstiswv direction of flow and their length
is proportional to magnitude; the vector densitg haen decimated for display purposes.
Coordinates are polar stereographic, velocity gixeé 400x400 m.
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Figure 4.3 Displacements between cycle 2 and cyceibtracted from displacements
between cycle 1 and 2 and associated histograrh.tBoéframes are 24-day periods. We
do not measure any significant change. The sppt#ilerns are likely the result of
limitations of the feature tracking algorithm.
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Figure 4.4 Displacements between cycle 1 and c@clgl8-day averaged velocity)

subtracted from displacements between 1997 and g®@ear averaged velocity) and
associated histogram. Differences are very small lzawve an approximate zero mean
indicating little change between these time intkrva
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To identify any systematic effects we compare aloeity measurements, where
possible, with field derived GPS measurements, nigdErezzotti and others (1998) in
the period 1991-94 and available through the onliB MAP database (figure 4.5). A
comparison of derived feature tracking and InSARGeiges with velocities derived by
Frezzotti and others (1998), from the Velmap datapaising Landsat imagery from
1990-1992 (black dots) and in situ GPS data obthinehe period 1991-1994 (triangles)
extends the apparent steady behavior even furtek im time (figure 4.5). We plotted
the velocity differences but could not detect atigpgpattern in their distribution,
implying that the apparent steady flow holds troeedur whole study area.

Figure 4.6 shows three velocity profiles of abo80 km taken along a flow line
in the center of the ice tongue. One is derivednfeveraged MAMM feature tracking
data (24 and 48 days), one from 3-year averagddréefracking and one from InSAR.
All show that the velocity varies nearly linearlythvdistance from the point at which the
ice tongue escapes the confining rock walls. Jenekothers (2003) estimated the strain
rate to be about 1.2xE0a* by fitting a line through the velocity data. Assamthe ice
tongue is freely floating and assuming that latstedin rates on the seaward portion of
the tongue are small, then based on the nearlytamnstrain rate, we expect nearly
constant ice thickness based on Weertman’s (19%ysis of ice shelf flow. This seems
to be consistent with ice thickness measuremems (ext section). We ascribe the
higher variation of the blue curve and the sliglasbbetween the black curve and the

other two to a combination of errors discussedaaahd tidal influences.
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Figure 4.5 Comparison of derived feature trackind #SAR velocities with velocities
from the Velmap database (derived by Frezzotti@hedrs (1998) using Landsat imagery
from 1990-1992 (black dots) and in situ GPS dattaiobd in the period 1991-1994
(triangles)). Locations are shown on the inset. tdék the value of our closest velocity
pixel for the GPS point comparison. Error barslafieout for clarity.
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Figure 4.6 Velocity profiles taken along a flowdinlerived from feature tracking over
different time intervals and InSAR (see figure 4dr location). Velocity rapidly
increases and then decreases at the David Cauttrdall. On the floating section there
is a gradual increase again. Only a few error bagsplotted for clarity, error bars for
INSAR results are not included because they angsraall.
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4.5 Basal Melting

We use a fluxgate approach to estimate basalngettn the floating section of
the glacier. Ice thickness (H) is derived using 82Elaser elevation data (h) (Zwally and
others, 2005) in combination with the OSU 91 gewmiddel and assuming hydrostatic

equilibrium:

H=h/Q-r,Ir,) (4.1)

where ; and ,, are the column-averaged densities of ice and ssdarwtaken to be
constant here at 900 kghand 1028 kg m respectively. The equation is not valid just
downstream of the grounding line, where ice cdhlsgipartly supported by bedrock. For
that reason we put our first gate several kilonsetlEawnstream from the grounding line
as determined by Rignot (2002). To investigateait@uracy of the elevation data and the
OSU 91 geoid model we plotted the difference betwgeoidal height and mean ICESat
elevations for the sea ice region around the iogue (figure 4.7). Mean ICESat values
are calculated based on a neighborhood size of $Q0@0 m. The plot shows that the
corrected ICESat elevations give values close fiar &he whole area, giving confidence
in the geoidal model used.

Because of the relatively sparse ICESat coverage our study area, we use
kriging to generate an elevation model. To reducerge associated with the kriging
method we place our fluxgates nearly collinearn® satellite ground tracks. Since the
use of a constant ice density is an oversimplificgtwe compare our thickness estimates

with radar sounding thickness by Frezzotti and rstif2000) (figure 4.8). We find a good
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fit for most of our fluxgates, except where the lieaves the fjord. The column-averaged
density could be less there due to large crevassperhaps snow accumulation leading
to an overestimation of ice thickness. The hydtastpproach is used here because near
the grounding line, where most basal melting ocdines radar sounding did not prove to
be successful (M. Frezzoiti Rignot, 2002). Moreover, along the length of tteetiongue

a good number of tracks are available perpendidaldiow enabling a better spatial
picture of the melt rate not attainable with presdopographic models that are much

coarser.

Figure 4.7 Difference between geoidal height andami€ESat elevations given for the
sea ice region around Drygalski Ice Tongue. MedfSat values are calculated based on
a neighborhood size of 1000 x 1000 m. The plot shomat the corrected ICESat
elevations give values close to O for the wholeaaggving confidence in the geoidal
model used.
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Figure 4.8 Comparison of ice thickness estimatesgaDrygalski Ice Tongue. Black line
represents radar sounding thickness (digitized fifemazzotti and others 2000). Red
triangles represent ice thickness at gates useflubagate calculations (see figure 4.9)
where they intersect the radar profile. Thicknespased upon ICESat laser elevations
(referenced to sea level using OSU 91 geoidal magduming hydrostatic equilibrium
with a density of 900 kg thfor ice and 1028 kg thfor sea water; blue dots give ice
thickness where ICESat ground tracks intersectatiar profile.
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Basal melt rat B is calculated by:

B= i_S i+1+A (42)

whereSis the surface area between the g Aas, the accumulation rate (Frezzotti, 2000)

and is the mass flux through a fluxgate computed from:
F= v.,Haw (4.3)

The gates are taken perpendicular to local velogi#gtors and their widthWV is
determined by two flow lines, one of them the seuthmargin of the ice tongue, the
other one a very distinct line close to the northaargin. Thickness is estimated at each
location across the fluxgate where we calculat®arsi and representing a widthw
(400 m). We use a combination of feature tracking mSAR derived velocity for the
calculation. For two small sections of gate 2 andvire no reliable velocity was
available we use nearby velocity points from theedow band derived by Frezzotti and
others (1998) and projected these on the gatedalieve we can do this as our velocity
measurements show no significant along-flow vaoratin this area (i.e. longitudinal
strain rates are small). We assume no verticahtran in velocity which is a reasonable
assumption for floating ice. The uncertainty usihg approach is a function of several
factors, including errors in velocity, elevatioreajdal height, ice density, accumulation,

surface area and width. Following Rignot (2002) @wtthier and others (2003) we
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ignore errors in surface area and width and assuto&al constant error in ice thickness
of £100 m. We calculate basal melt rates using a@sgyencompassing most of the
floating area (figure 4.9, table 4.2). We confirarler studies (Frezzotti and others,
2000; Rignot, 2002) that found the highest melesatlose to the grounding line. Our
estimate of 20.9+9.6 m icé& & about 70 % of Rignot's estimate of 29+6 m ice Basal
melt rates quickly decrease downstream and we dmarea of slight basal freeze on
(0.95 m ice &). After the ice leaves the fjord basal meltingsisall and fairly constant
averaging between 0.03+2.0 m and 1.60+1.7 m tteThese values agree well with
Frezzotti and others (2000) (who estimate 1.0+0.fava"). Differences between other
areas are likely the result of different and wiflakgates used here that encompass the
complete southern flow, a different ice thicknesxlel and higher velocity point density.

We find that the pattern of basal melting at gagith, followed by freeze-on is
consistent with the ‘ice pump’ mechanism proposgd-éwis and Perkins (1986), and
confirm an earlier study by Frezzotti (1993) whggested this mechanism for the area
(figure 4.10). This circulation mechanism causelsl @nd fresh (less dense) Ice Shelf
Water (ISW), formed by the extensive melt neardhmunding line, to rise. Because of
the pressure dependence of the freezing point,hnihitreases with decreasing pressure,
basal melting becomes smaller and, when a cridegth is reached, the ISW becomes
supercooled with respect to the local freezing pdibsequently marine ice is accreted
at the bottom of the ice tongue. Our observationggsest that this occurs at
approximately 900 m depth at the point where tHeeyavalls widen and the thickness
rapidly declines because the glacier can spreae eesily. Once this effect is overcome
only moderate melting occurs.
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Figure 4.9 3-dimensional model of the study areawstg the location of fluxgates

(numbered thick black lines) used to calculate basdt rates (see table 4.2). Velocity is
derived from a combination of INSAR, speckle trackiand feature tracking and
elevation is derived from ICESat data using ordiniging. The fluxgates encompass
the main southern flow and are chosen nearly aalirio the ICESat ground tracks (thin

black lines) to reduce errors associated with kggi
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. B

(m ice yrY)

1 7.84 | 4.98+0.32

-0.87+0.56 41.58 | 50.00 20.91+9.6
2 6.77 | 4.12+0.24
2 8.73 | 5.34+0.27

-0.64+0.53 50.57 | 50.00 12.65+7.4
3 8.45 | 4.71+0.25

-0.95+0.46 135.71] 185.00 7.21+2.4
4 9.19 | 3.76+0.20

0.08+0.40 69.62 185.00 -0.95+4.1
5 9.51 | 3.84+0.20

-0.22+0.38 154.65 185.00 1.60+1.7
6 12.49| 3.62+0.19

-0.42+0.38 385.52 -80.00 1.01+0.7
7 15.18| 3.20+0.19

-0.12+0.39 191.29 130.00 0.77+1.5
8 16.16| 3.08+0.20

0.02+0.40 143.720 130.00 0.03+2.0
9 16.39| 3.10+0.20

-0.16+0.40 263.96 130.00 0.76+1.1
10 15.91| 2.93+0.20

Table 4.2Values used to calculate basal melt rates in tiidys For the area between
gate 1 and 2 a slightly different flow line was skho as margin. Thickness and velocity
are estimated at many points across the fluxgateuulation data is from Frezzotti and
others (2000). The melt rate is highest near toemging line (20.91+9.6 m ice*pand
decreases downstream. Some freeze on occurs begatEn4 and 5, after that there is
only moderate basal melt. The pattern is consistétii the ‘ice pump’ mechanism
(figure 4.10).
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Figure 4.10 Cross section of Drygalski Ice Tonghevang surface elevation from
ICESat and derived bottom elevation (blue dots)e Téd line gives basal melt rates
plotted against distance from the grounding line Wid that the pattern of basal melting
at great depth, followed by freeze-on is consisteith the ‘ice pump’ mechanism
proposed by Lewis and Perkins (1986). Arrow denotesilation pattern.

4.6 Ice margin and calving

Tracing the ice margin along the tongue, we finat tihne area of the ice tongue
increased by almost 45 Knbetween 1997 and 2000 or about 14.& kgh This is a
similar value as Frezzotti's (1993) estimate ford® 1990 (15 kma®). Comparing the
ice front position depicted on the USGS map (basederial photographs from October
1960) with the MAMM image from 2000 (roughly 40 ysawe observe an advance of
about 29.4 km which corresponds to an advanceofaf&4 m &, assuming no calving
took place (figure 4.1). Comparison between the Alildnd MAMM images shows that
the front of the Drygalski Ice Tongue advanced appnately 2200 meter over the 3-

year time interval between September 1997 and Buyatie 2000. The corresponding
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advance rate is 733 m*awhich is surprisingly similar to the long term aage
suggesting steady state flow over this period. Bletth (1985) reports a similar
advance rate of 730 m'detween 1960-1973 and Frezzotti and Mabin (198@dnt an
average advance rate between 730-830'fioathe period 1909-1956 and an average ice
front velocity of approximately 800 mi'dor the period 1960-1993, which appears to be
slightly higher.

We note that the forward motion of the ice tongseaimost equal to the ice
surface velocity near the edge (our estimates aeeaged around 740 miYaimplying
that small calving events are not a primary medmanifor discharging ice from the
tongue. Instead, it seems that large sections efidh tongue break off during more
dramatic episodesrezzotti and Mabin (1994) suggest that no majbrirng event took
place sincesometime between December 1956 and December 19&n approximately
40 km broke off, after that only a smaller detachtmeccurred in 1960. In 2000 the
floating tongue margin was within 6.5 km from it&ximum position of 1956. Captured
by a series of Envisat images in early 2005 (ES852, the giant iceberg B15-a was on
a collision course with the ice tongue and evehuadllided. Before the collision the
iceberg caused a break-up of sea-ice south of Makigarhis was followed by two
sections of the ice tongue calving off on the naitle with a total surface area of about
87.5 knf (figure 4.1). The timing of this event, perhaps finst of any significance since
1960, strongly suggests a relation with B-15a’senee, the sudden break-up of the sea-
ice and the calving. Perhaps an alteration of aklmaye sea-currents and/or wind patterns
caused by the iceberg may have led to the everd. adtual collision that followed
several weeks later caused another section of &obitknt to break off from the front.
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4.7 Resistive stresses
We calculate resistive stresses along David Glaanet Drygalski Ice Tongue

using strain rates derived from an optimized véjodataset. This is done by combining
the best available velocity datasets, which isifjagt by the apparent steady behavior of
the glacier in recent years. Driving stress andstige stresses are calculated along two
tributaries of David Glacier and along the floatieg tongue. We divide the area above
the grounding line in five sub-areas for each ofclwe calculate the driving stress and
resistive stresses separately. The areas’ bousdaeebased on similarity in velocity and
slope. Figure 4.11 shows the optimized velocityadget and the five sub-areas above the

grounding line. The dynamics of the floating pag discussed in chapter 4.8.
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Figure 4.11 Optimized velocity field showing theafeas above the grounding line that
are discussed in chapter 4.7. The section dowmstrslam the grounding line is
discussed in chapter 4.8.

4.7.1 Driving Stress

To estimate the driving stress we calculate theamee surface slope of each
particular area and the average ice thicknessaVhaege surface slope is derived from 5
elevation profiles along flow lines, spread evealiyng the width of the ice stream, using
the OSUDEM and RADARSAT imagery. These profiles apeut 30 to 50 km long. A
trend line is fitted through each profile and theam of the slopes of the trendlines is
assumed to be the average surface slope for theatese area (figure 4.12). For all areas
we use an ice density= 900 kg n® andg= 9.81 m €. The ice thickness is derived from
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the BEDMAP dataset. For each area we calculatentBan ice thickness (H) using
ARCGIS. Table 4.3 shows values used to calculaeltiving stress. We find the driving
stress for most of the areas to be relatively laf¢eese large driving stresses are largely
maintained by a steep surface gradient, especradlyr the ice fall just above the

grounding line.

Slope area 1

2000
1900

1800 e

1700

E
= 1600 e
£ 1a0o J= 00056 + 16085
g 1300 y =-0.0059x + 1813.5
N 1200 y =-0.0044x + 1822.7
1100 y =-0.0047x + 1798.7
y =-0.0049x + 1805.8
1000 ‘ ‘ | | ‘
0 10000 20000 30000 40000 50000 60000

Distance (m)

Figure 4.12 Five surface elevation profiles taklem@ flow lines in area 1. The slope for
each is derived by fitting a linear line througle profiles (dashed lines). The function of
these lines is given in the figure. The mean ofdllopes is used as average surface slope
for each respective area.
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Area H[m] dh/dx ax [KPa]

1 1778 (50) -0.005 (5x1 78.5 (8.2)
2 1285 (50) -0.006 (5x1% 68.1 (6.3)
3 1041 (50) -0.012 (5x1%H 110.3 (7.0)
4 1556 (50) -0.003 (5x1% 41.2 (7.0)
5 1038 (50) -0.009 (5x1% 82.4 (6.1)

Table 4.3 Values for average ice thickness (H)santhce slope (dh/dx) used to calculate
the driving stressy, for the five sub-areas. Errors are given in pdresgs.

4.7.2 Longitudinal stress gradients

As with the driving stress we calculate resistitresses for each area separately.
Longitudinal stress gradients are calculated uswelgcity gradients and ice thickness
information along a profile in the center of the gtream. The across flow gradient in the
y-component of velocity is calculated based on s#E\eansects. To minimize local small
scale effects a line is fit through the profilederive the gradient in velocity and ice
thicknessH that are necessary to calculate the longitudiesistance (figure 4.13). The

slopes of the lines are used to calculate thensteies according to:

Tu Y Y

Tl Xy = X (4.4)
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and

H  Haw-Hp

L (4.5)

The longitudinal resistive stre:R«is then calculated from equation 2.28 using a rate
factor B=575 kPa yf* (for ice of -20°C). Finally we estimate the longiinal stress
gradients. The derived values for the longitudstadss gradients are given in table 4.4.
We find the relative role of longitudinal resistanih opposing the driving stress to be
small (<5%), but its magnitude can be up to 30%thef lateral drag. The largest
uncertainty is associated with the rate factor. A¥sume that the uncertainty in the rate
factor is large ~100 kPa ¥t This can influence the calculated value of theisteve

stress by as much as 20%.
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Figure 4.13 Velocity profile (red dots) and icecmess profile (black asterisks) along
the center of the main tributary of David Glacielarea 2. The solid lines show a best
linear fit and their slopes are used to calculaaelignts in velocity and thickness.

4.7.3 Lateral drag

Resistance from lateral drag is calculated by takip to 20 across flow velocity
profiles for each of the areas under considerdfignre 4.14). The number of profiles is
used to filter out the effect of small scale vaoias in lateral drag. A polynomial is fitted
through the values and used to calculate the uglgeadient in the across flow direction

and subsequentle, ,and R ;. The assumption is made that lateral shear isltinginant

strain rate so that:
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(4.6)

D

I
<D

I
N =

fu
Ty

whereu is the discharge velocity arydhe transverse distance. The lateral shear $¥gss

is then estimated according to:

Ry (4.7)

I
99)
N
—a | ==
2|2

whereby the rate factd is taken constant (575 kPa'§y and the velocity gradient is

calculated similarly as in equation 4.4. The averiageral resistancF, on the section of

the glacier is then calculated from:

F = H,” maxR,)- H.,  min(R,)

S o (4.8)

In this equatiorH,, andH., is the ice thickness at the respective marginsvdigithe half

width of the glacier. The calculated values foetat drag are given in table 4.4. Lateral
drag accounts for roughly 10% of the driving stregsamost of the areas. Its relative role
in area 4 is higher (~30%) possibly associated wite presence of a subglacial

valleywall, which is revealed by BEDMAP topography.
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Figure 4.14 Several across flow profiles of velpcstrain rate and shear stress used to
calculate lateral drag in area 1. The top figur@shthe location of the profiles.
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4.7.4 Basal Drag

Basal drag cannot be estimated directly and mustfeered from knowledge of
the driving stress, longitudinal resistance aneéritdrag. It is here assumed that the
driving stress is balanced by all resistive stress®l therefore basal drag is the residual
necessary to balance the force balance equatidre #iad4 gives the calculated values for
basal drag for each of the sub areas. We findidthsa&l drag is the most important factor
in opposing the driving stress for all areas undensideration. The large relative
contribution of basal drag clearly distinguishes thbutaries of David Glacier from the
ice streams in West Antarctica, where resistandéote mostly stems from lateral drag

and basal drag is believed to be very small (Whglland Van der Veen, 1997).

Area | Driving Long. Stress Lateral Drag Basal Drag [kPa]
StresgkPa] Gradients [kPa] [kPa]

1 78.5 (8.2) 1.7 (0.8) 7.9 (0.7) 68.9 (8.3) 8%B

2 68.1 (6.3) 0.5 (0.7) 5.8 (0.6) 61.8 (6.4) 199

3 110.3 (7.0) 3.1 (0.9) 7.4 (1.2) 99.8 (7.2) 90%

4 41.2 (7.0 1.7 (1.2) 12.9 (1.2) 26.6 (7.2) 65%

5 82.4 (6.1) 0.7 (0.6) 9.8 (1.4) 71.9(6.3) 798

Table 4.4 Calculated values for driving stressgitudinal stress gradients, lateral drag
and basal drag (errors are given in parenthesés)rélative contribution of basal drag in
opposing the driving stress is also given.
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Reported errors in table 4.4 (given in parentheses)calculated based on the
error analysis described in chapter 2. For exant@esrror in the driving stress of area 1

is calculated from equation 2.3 and 2.4:

S 15m
s =42 n =2 » 0.0005 4.9
a a 40km (4.9)

s, = - rgas DIRC fQJHSa)Z]E = (4.10)

1
[ rg” - 0005 50m)? +(- rg” 1778m" 0.00097]2 » 82kPa

Here, 40 km is the length over which the surfacpslis calculated, 15 m is the error in
surface elevation (discussed in chapter 3.7.1)5hah is the error in ice thickness (see

figure 3.15). The error in longitudinal stress ascolated from equation 2.51:

R
Sy = hse + —Xg + —XXSB (411)
XX ﬂexx XX

Using equation 2.50 and 2.52 the first term of dgsation becomes:
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&se = 289;%-/389 ely ‘ﬂe % ly Te, "S.

1-[e)(X XX eXX
= [2" 575kPaa’" (0.001a) 7% - %' 575kPaa’®” (4.12)
00008a"" (0.001a*)¥*" 0.945- 2" 575kPaa’’

0.0004a*" (0.001a) " 0.945" 0.0001a* »111kPa

Using equation 2.50 and 2.53 the second term ohtemu4.11 becomes ~5.5 kPa and

using equation 2.54 the third term in equation hédomes:

&5 B = Ce o (2e, + eyy)s B~ (0'0011a_1)_% ’
1B (4.13)

(2 0.0008a™ +0.0004a™")" 100kPaa% »19.3kPa

From these values the standard error in longituditmass becomes ~22.9 kPa. This value
is then used in equation 2.56 to calculate ther énrthe longitudinal stress gradient (~0.8

kPa). The error in lateral shear stress is caledlasing equation 2.49:

N

2
Sg = %Bexy'%sexy +(6’xy%55)2 =

1
_ > (4.14)
% 575kPaa’®” (0.003a) ** 0.0005a" +
» 15kPa

2
0.003a*)*" 100kPaa’®
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This is used to calculate the error in lateral dragording to:

2 2
H
Sk T %SH * WWSR” i
1 (4.15)
: 2 3
110kPa. + L778M. yoipa 5 07kPa

m
37km 37km

Finally the error in basal drag is calculated fritva error estimates above, according to:

ool ol e

. (4.16)
[(8.2 kPa)’ +(08kPa)’ +(0.7 kPa)2]5 » 83kPa

4.8 Floating part

Downstream of David Cauldron, David Glacier stant$§loat and becomes an ice
tongue. This ice tongue is bordered by valley waltsng the first 50 km. Figure 4.15
shows a plot with locations of some of the gatesdusr flux calculations (see chapter
4.5) and referred to in this section. Also showthim figure are ICESat ground tracks that

we use to estimate ice thickness along this section
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Figure 4.15 Location plot with fluxgates (red), I€HE ground tracks (thin dotted lines)
and profile (thick line) used for calculations, tmargins of the stream used for fluxgate
calculations (see chapter 4.5) are also clarifibéh (lines). This part of the glacier is

floating and bounded by a fjord. Therefore a coratam of both lateral drag and

longitudinal stress gradients is expected betwed® 2 and gate 6, and no basal drag.
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4.8.1 Driving stress

To estimate the driving stress we need to findstiéace slope and ice thickness.
The surface slope for this section of the glacgercalculated based upon a linear fit
through ICESat elevation data, along the same fioe/that we use for calculating the
velocity gradient. For a floating glacier the idacknessH is related to the surface
elevationh through the floatation criterion (see equation).4Higure 4.16 shows the
elevation data used to calculate the surface gmadimear fit) and ice thickness (see
figure 4.15 for location). The surface slope foe threa between gate 2 and 5 is
approximately -2.0x16 Between gate 5 and 6 the surface slope is sfidtigher at
about -3.0x1d indicating that the ice becomes quickly thinner¢hehere it leaves the
fiord. We use an ice density= 900 kg n?* andg= 9.81 m &. We find that the driving
stress decreases from about 23 £ 4 kPa to abotit41&Pa between gates 2 and 5 as ice
thickness decreases downstream (figure 4.17). Assthrface slope becomes steeper
between gates 5 and 6 we actually find the drivetiggss to go up slightly before

decreasing again.
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Figure 4.16 Elevation data (h) between gate 2 afeJ &nd between gate 5 and 6 (b) (see
figure 4.15 for location) which is used to deriee ithickness (H) and surface slope as a
function of distance. The dots represent pointsre/ieeSAT data crosses the profile (see
figure 4.15). The equation of a line fitted throutje elevation data and used to estimate

the average surface slope is given in the figure.
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Figure 4.17 Driving stress between gates 2 andcbileded from elevation and derived
ice thickness given in figure 4.16.

4.8.2 Longitudinal stress gradients

To calculate the longitudinal stress gradient wednestimates fog, and e,

which can be derived from the velocity field. Theas rate in the x direction is
estimated by fitting a line through a velocity pi®falong a flow line and measuring the
gradient (see figure 4.18). Between gates 2 anck Sind a reasonable constant strain

rate, although small-scale variations exist:

e =

\x M 5 0002 (4.17)
X
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Figure 4.18 Velocity along a flow line between gatend 5 as a function of distance (see
figure 4.15 for location). The linear fit is useddstimate €,, in the direction of flow.

We estimate &y from the gradient in the y component of velocitythe across flow
direction. Figure 4.19 shows a profile of the y-gament of velocity in the across flow

direction taken between gates 3 and 4. By fittitigethrough the profile we find:

v
e, = Ty » 0.003 (4.18)
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Figure 4.19 Y-component of velocity as a functidacross flow distance. The linear fit
is used to estimate the strain €2

As outlined in chapter 2 we can also estimate #te of lateral spreading based
upon geometry of the valley walls. We find that tiage of spreading fairly constant

between gates 2 and 5:

e _uiw 5 0.550. 0.780
P w x  873C 29.00C

» 0.002 (4.19)
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This value is close to the value calculated from ¥elocity gradient. The longitudinal

resistance along the center IR, is estimated from equation 2.32.

1/2 -213

_ w’ . Tulv fu v
Rx=B W +‘H_y +ﬁ‘ﬂ_y Zﬁ"‘ﬂ—y (4.20)

Using a value of 500 kPatfor B, which is the value for ice with a temperature

of -17°C we finctR,, =131.0 + 27 kPa. The value for the chosen rate fagtibased upon

the temperature at 10 m depth of a bore hole drilkethe tip of Drygalski Ice Tongue
(Caprioli and others, 1998). The measured temperatias about -20°C, therefore the
depth averaged value should be somewhat lesstsiacemperature at the base of the ice
tongue is near zero. We assume the valuB fsraccurate to within 100 kPa'{r

Applying a similar approach to the region betweated and gate 6 we find the
strain rate in both x and y direction increasing. tAe valley becomes wider the ice can

spread more freely leading to a 7 fold increaste, ) when calculated based on the

geometry of the valley walls:

_uiw 5 0625, 298

e = » 0.014
WTW X 951 14.35C (4.21)
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Estimating e, from the gradient in the y-component of velocity the across flow

direction we find a similar value (figure 4.20). Baking the slope of a line fitted through

the profile we find:

v
e, = Wy » 0.015 (4.22)
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Figure 4.20 Profile of Ytaken across flow between gate 5 and 6 as a mofiacross
flow distance. The linear fit is used to estimé€,,.
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Based upon the gradient of a line fitted througlelacity profile (figure 4.21) we

find more than a doubling of the longitudinal streate between gates 5 and 6.

e

XX

= 0005 (4.23)
X

We find the rate of transverse spreading in thisiee to be about 3 times higher than in

the x direction. Calculating the longitudinal reéaisce between gates 5 and 6 we find

R, =1814+36kPa, Based on the calculated longitudinal stress grasj we find the
longitudinal resistance between gates 2 and 5 tapproximately 2.1 + 0.8 kPa or
roughly 10% of the driving stress and between gatead 6 this doubles to about 4.4 +

1.1 kPa or about 30% of the driving stress.
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Figure 4.21 Velocity along a flowline between gatand 6 (see figure 4.15) as a function
of distance. The linear fit is used to estimateltmgitudinal strain rate€,,).

4.8.3 Lateral Drag
As in the previous section we calculate laterabdrg taking several across flow

velocity profiles (figure 4.22). These profiles arsed to calculate,R, and lateral

y 1

drag averaged over the width of the ice streame@as the profile in figure 4.22 we

find lateral drag averaged over the width of theestream near gate 4 to be:
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Figure 4.22 Across flow velocity profile (top; blliee gives best fit) used to calculate
shear strain rate (middle) and shear stress (bptedang a section of Drygalski Ice
Tongue bounded by valley walls. Inset shows locatibprofile.

H,” maxR,)- H.,,~ min
F=— (RW)ZW W (Ry) » 20.3+ 3kPa (4.24)

This calculated value is somewhat larger then #tienated driving stress, which is 17.7
+ 4 kPa, but falls within our uncertainty levelsedpite the uncertainties in lateral drag
the calculation shows that resistance to flow nyostems from lateral drag along the

fjord walls.
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Figure 4.23 Measured velocity, strain rate and iskigass across several profiles between
gates 5 and 6.

Figure 4.23 shows a number of profiles taken betwgstes 5 and 6. We find

high shear strain rates varying between 0.084ayd -0.245 yf. Using these value Ry

varies roughly between 225 kPa and -315 kPa forOB=5We find a value of about 25

kPa for the width averaged lateral drag at gasbbut 98% of the driving stress.
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We find a value of about 11.4 kPa for the widthraged lateral drag at gate 6, which is
about 80% of the driving stress. When using B=48@ kyi”® (for ice of -15°C) this
reduces to about 63%.

Using a different approach (see chapter 2) we tsmestimate the fraction of the
driving stress that is supported by lateral diy ) by assuming that the driving stress is
balanced by longitudinal stress gradients anddatiiag, using only estimates of the first

two and the thickness gradient.

_1. Ry TH
=1+ X —
Y t, (4.25)
The ice thickness gradient is related to the serfope according to:
Th
TH__ >
x ’ (4.26)
1_ |
P

We find a value of —0.016 for the thickness gratdizgtween gates 2 and 5 and -0.024
between gates 5 and 6. Valuesy fversus distance along the profile are given iarig
4.24. The high values (y show that lateral drag is very important; howewedgeclines

from about 0.89 to 0.83 over a distance of apprakaéty 30 km between gates 2 and 5,
indicating a decreasing role of lateral drag in@gpg driving stress. Between gates 5
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and 6 we findy going down quickly reaching a value of 0.59 at ¢gatd hese values

roughly agree with those derived from strain ratsing B=450 kPa yf. We find that as

the glacier nears the head of the widening fjotertd drag becomes less important.
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Figure 4.24 Values ¢y as a function of distance between gate 2 and & d€klining
relative role of shear stress in opposing the dg\tress is clear from this graph.

4.9 Free floating section
Where the ice leaves the fjord ice thickness dee®aignificantly. Figure 4.25

shows velocity, surface elevation, thickness andasa gradient along the part of
Drygalski Ice Tongue sticking out in the sea. Thdace elevation, thickness and surface
gradient are derived from ICESat data using a emnste density of 900 kg th Since

the ICESat data does not cover the entire regiemlgwve fit a polynomial through the
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available data points on the profile. We calcukttain rates and longitudinal resistance
and driving stress (figure 4.26). We assume thatitlke can spread freely and that the
strain rate in the x and y direction have a simmtagnitude along the entire length of the

profile. The driving stress is calculated according

h
Lo =- ng% (4.27)

From force balance in the absence of lateral dragdlows that:

fh _ 1
- /’gHﬁ_ﬂ(HR(x)-'-D (4.28)

where is an error term associated with an incorrecttitcekness, surface gradient or
rate factor or a force imbalance not accountednfdine model. Both sides of the equation
can be calculated from the available data.

The lower panel in figure 4.26 shows the drivingess$ calculated according both
ways. We find that the two do not match along thst Eection of the profile but after the

ice leaves the fjord differences fall within theagrlimit.
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Figure 4.25 Velocity, elevation, ice thickness asdface gradient along a profile on
Drygalski Ice Tongue. The dots represent data ppthe lines are fitted and used in the
calculations to avoid small scale variations.
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ty =- gHsin

=2 (HR,)
ice leaves fjord

Figure 4.26Values of longitudinal strain rate (top), longitodi stress (middle) and

driving stress (bottom) versus distance along tke floating section of Drygalski Ice

Tongue. The driving stress is calculated basedemmegtry (red) and from strain rates
(blue) by assuming longitudinal stress gradientwiple the sole resistance to flow. The
difference along the first section could indicatiliional lateral drag from sub-surface
valley walls or the adjacent Nansen Ice Shelf.

4.10 Equilibrium profile

The previous analysis justifies the use of twoed#ht models when calculating
the equilibrium profile of the ice tongue. One gattcontrolled by lateral drag and one
section controlled by longitudinal resistive forcdsor the free-floating steady state
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profile we use the following equation (the derivatiof these functions is discussed in

Van der Veen, 1999, pp. 162-170):

C -1/(n+1)
Uc()n+l) 1_ ~ Hén+1) C
M

H = =
(HU,+Mx)™ M (4.29)

For the steady state profile of a glacier contrblbg side drag we use:

(1+1/n) (1+1/n)

(1+1/n)
_1. U, i Mx +1
HO M'Ab HOUO

-1 (4.30)

In these equatior H, andU, are the thickness and velocity at the start ofpttedile. M

is the net accumulation. To calculate the basal na¢ts we used a fluxgate approach

along the entire ice tongue (described in chaptr € is a constant given by:

r.g r.
C - _ 19 1_ _
4B r (4.32)
and A, is given by:
A = 2 W””(r )n 4.3
nt2 B 19 (4.32)
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WhereW is the width of the ice strearB,is the rate factor anr, and r, the density of

ice and water. Figure 4.27 shows the derived @ofifbr the two cases as well as the
thickness profile of the ice tongue from ICESatvat®on measurements. The modeled

profile fits the measured profile very well.

Figure 4.27 Comparison between modeled profilespantile derived from ICESat data
(blue). The black line is the profile of an ice lw®ntrolled by side drag. The red line is
a profile if the ice shelf were to float freely. yyalski Ice Tongue behaves like the first
when still in the fjord and like the latter afteralving it. The good agreement indicates
steady flow.
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4.11 Summary and conclusions

We measured surface velocity over large portionshef Drygalski Ice Tongue
and David Glacier from combinations of feature kiag, interferometric speckle
tracking and phase interferometry using RADARSARges acquired during the AMM-
1 and MAMM missions. In this way, average velodtee computable over periods of
years to tens of days (potentially as short asy3 daing orbit sub-cycle overlaps). We
compared short term velocity derived from featuexking and interferometry with 3-
year averaged velocity and literature. Unlike feample the West Antarctic Ice Streams
(Stearns, 2005), Thwaites Glacier Ice Tongue (Rwm&nand others, 1998) and
Jakobshavn Isbree (Thomas and others, 2003), oarstdgiests that the David Glacier
velocity field has remained relatively constantnfr@about 1991 — 2000 and, based on
earlier front positions and measurements, likelgmionger.

We find that derived velocities, in combination lwithe use of derived ice
thickness data from ICESat and accumulation date, sitable to examine the
distribution of bottom melt rates. Based upon oduxdate calculations we find the
pattern of calculated melt rates to be consistétfit the so-called ‘ice pump’ mechanism.

Drygalski Ice Tongue advanced seaward about 2.2%en the period of RAMP
observations, and might currently approach itscalitength. By comparing the velocity
at the ice front with the advance rate of the frordrgin we have shown that small
calving events are of minor importance for ice dege. This is surprising considering
the severely segmented surface of the glaciereddstwe propose that larger calving
events control the length of the tongue, possibécipitated by the occasional collision
of large icebergs with the ice tongue as occurredmiceberg B15 recently approached
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the tongue. We suspect that the likelihood of gdarevent and the opportunity for
collision with other icebergs will increase as ite tongue lengthens seaward towards its

previous maximum position.

Figure 4.28 Relative contribution of basal draga¢k), lateral drag (blue) and
longitudinal stress gradients (white) in opposing triving stress for the David Glacier-
Drygalski Ice Tongue System. Based on data shovabie 4.4.

Figure 4.28 is a summary figure of the stress fpaming along the David Glacier-
Drygalski Ice Tongue drainage basin. By utilizingveral datasets and force-budget
theory we find that above the grounding line Da@iidcier has two main tributaries that
are largely controlled by basal drag, whereas dhtérag balances roughly 10% of the
driving stress. The relative role of longitudinakistance in opposing the driving stress is
small (<5%), but can be up to 30% of the laterabdiPast the grounding line in the fjord
lateral drag becomes an important factor. The widgerjord allows ice to spread

150



increasingly, first at a rate similar to spreadimgthe flow direction, while more

downstream this increases to about 3 times the ohtngitudinal spreading. The
spreading calculated from strain rates is simitathat calculated from the geometry of
the valleys. Finally we find a favorable comparishetween a modeled equilibrium
profile of the glacier with the actual profile asrived from ICESat elevation data. This

seems to be consistent with the apparent constdodity.
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CHAPTER 5

THE FLOW REGIME OF

STANCOMB-WILLS ICE TONGUE

5.1 Introduction

This chapter describes the velocity field and fleegime of the Brunt Ice Shelf
System, with emphasis on Stancomb-Wills Ice Tondtest a brief overview will be
given on the geographic setting and previous vilastudies. Then a 3-year averaged
velocity map is presented and discussed and a atsopds made with ‘instantaneous’
INSAR velocity. Based on the velocity measurememtsestimate ice-shelf spreading,
longitudinal stress gradients and the role of &tdrag and compare this with the driving
stress that we calculate from ICESat freeboardsddrice thicknesses. Furthermore we
analyze the pattern of relict flow stripes along 8tancomb-Wills Ice Tongue and find
this to deviate from present day flow lines. Wedfen correlation between the flow stripe
bending and local mass balance. We use the deviekstity field to extrapolate the
configuration of the stripes in the past. and dischow and why the relict flow stripes
differ from present day flow lines. We believe fleav line deviation indicates a change
in dynamics perhaps due to thinning and an assatiaghift in the grounding line

position.
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5.2 Area description and previous studies

The Brunt Ice Shelf System is situated on the Cemast on the western shore of
the Weddell Sea. It is part of an almost continufoinging ice shelf along the coast of
Coats Land and Queen Maud Land in East Antarciitee Brunt Ice Shelf System
consists of Brunt Ice Shelf (BIS) and adjacent &bamb-Wills Ice Tongue (SWIT).
SWIT is a fast moving ice tongue that is fed bynStanb-Wills Glacier and extending
more then 225 km beyond its grounding line. Thethvat the ice front is approximately
70 km. SWIT is bordered on the eastside by theeRliarsen Ice Shelf and Lyddan
Island, separated by a large rift system in plditiesl with sea ice. Rignot (2002) used
INSAR to investigate velocity and mass budget efdglacier. He found a flow velocity of
700 m &, near the grounding line, accelerating to more th200 m # at the calving
front. The estimated mass flux of 16.6 + 2%ine &' gives the glacier a slightly positive
mass balance of about 0.9 kive &".

SWIT is separated from the slower moving BIS byr@é shear zone consisting
of a mélange of large ice rafts and sea ice covesitd snow. Hulbe and others (2005)
estimated that between 20 % and 30 % of the ickk ish@arine ice. They tracked several
large rafts over a time interval of about 2.5 yesrd found their relative position rather
constant implying that the icebergs and the madgaen which they are embedded move
as one mechanically connected unit.

BIS is west of SWIT and is bounded on the seawalel Isy an area known as the
McDonald Ice Rumples, a zone of ice grounded onralrer of pinning points. This ice
shelf has received more scientific attention theviSsince it houses the British Halley

V station. Several studies have been done to measovement of the current station and
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its predecessors. Older studies were complicatedtaluhe absence of fixed points in a
wide radius around the station. Survey technigneided astro-fixes, repeated magnetic
surveys, and mapping using grounded icebergs asot@uoints (Thomas, 1973). The

studies showed velocities ranging from 349 to 434*rfor the period up to 1972 (Ardus,

1965; Thomas, 1973; Simmons and Rouse, 1984). Smerand Rouse (1984) report a
pronounced acceleration of the ice shelf startmd 972, velocity of the station nearly

doubled to 740 m This velocity remained relatively constant ud®99, after which is

has reportedly been decelerating at an averagefratsout 40 m 4 (BAS, 2005).

5.3 Velocity

We derived 3-year averaged velocities for BIS aWdISfor the time interval
between 1997 and 2000 using feature tracking metbedcribed in chapter 3. Figure 5.1
shows 3-year averaged feature tracking velocity\aadors on the ice shelf. Successful
velocity estimates are mainly restricted to theadvelow the grounding line where clear
features (crevasses and rifts) are plentiful. astr of the grounding line velocity
mapping is not possible over this time span dueatdack of trackable features.
Nevertheless, the velocity map encompasses mone20@ 000 velocity data points, with
a 400 m pixel size, and gives a very detailed éwhe velocity field in the area.

Velocity increases significantly downstream of tgeounding line, but the
velocity structure on the ice tongue is asymmetiie. find velocities up to 1350 mt‘an
the northwest corner of the ice shelf, while thetimmast corner shows maximum values
of up to 1200 ma We do not believe that this is an artifact. Resgaof the difference

the ice tongue is effectively making a rotationav@ment. The measured velocity field
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gives some clues as to what might cause this behdvirst, near the grounding line on
the left margin of SWIT several distinct velocitynps can be observed. These jumps are
associated with large rifts that are opening upfdledl with thick sea ice, clearly visible

in the RADARSAT imagery. This is at the point whéne main ice shelf breaks off from
the inland ice and could perhaps indicate tida¢af on the flow. A profile across the
rifts can be used to determine their opening raigure 5.2a shows a velocity profile
across the main rift. The velocity across thejtfbps abruptly from about 450 m’go
1100 m & and is therefore opening at a rate of roughly 868". So it appears that the
ice on the west side of the ice tongue is not ashiamr@cally connected to the inland ice as
the east where Stancomb-Wills Glacier enters theédngue.

Second, we see a strong velocity jump across theeamght lateral margin of
SWIT. This is where the fast moving ice streameigasated from the nearly stagnant ice
of the Riiser-Larsen ice shelf and the ice in thyeldan Island embayment. This jump
hints at some shearing on this side of the iceuengigure 5.2b shows a velocity profile
across the boundary. The jump between Risser-Ldcge8helf and the fast flowing ice
tongue indicates most of the shearing occurs inmaace in the rift. Nevertheless, we
find shear strain rates in the order of 0.00% gn the ice tongue close to the margin. A
third possibility is that the glacier is grazingetbed along the right margin and flow is
retarded. This possibility was suggested by Hold#w( 974) to explain the curvature of
the Erebus Glacier Tongue. However, this effedikedy small because we do not find
any evidence of compressive flow. But the comparibetween two profiles in figure
5.3, taken approximately 7.5 km apart, clearly shandifference in longitudinal strain

rates along the margin and mid-flow for the firtktn or so.
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Figure 5.1 Ice flow velocity on Brunt Ice Shelf @land Stancomb-Wills Ice Tongue
(SWIT) on the Caird Coast in East Antarctica (sesei). The velocity field is derived

using feature tracking techniques on RADARSAT-1 gewm of 1997 and 2000 and
represents a 3-year average. The map is compiledooé then 200,000 velocity data
points with a pixel size of 400 m. Vectors show direction of flow. Vector density has

been decimated for display purposes. The solickdlae gives the approximate position

of the grounding line (adapted from Rignot, 20@23shed lines a and b show velocity
profiles across two large rifts given in figure 5Bue and red lines ¢ and d show strain
rate profiles in figure 5.3.
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Figure 5.2 Two velocity profiles taken from the ogty field shown in figure 5.1 (letter
location marks start of profile). a) Profile acr@starge rift separating the ice shelf from
the mainland. The velocity jump indicates that ifteis opening at a rate of about 650 m
a’. A smaller jump is visible signifying another, dien rift. b) Profile across the right
lateral margin of SWIT showing the jump between tilearly stagnant ice of the Riiser-
Larsen Ice Shelf and the fast flowing ice tonguetsDepresent actual data points.
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Figure 5.3 Longitudinal strain rates determinecgltwo profiles indicated in figure 5.1.
The red line shows a profile along the right margirSWIT. The blue one is further to
the center of the stream. As can be seen alonfiy$h@0 km the two differ significantly.
Although there is no compressive flow the longihalistrain rate along the margin is
much lower suggesting grazing along the bottom.

5.4 Velocity comparison

Figure 5.4 shows the difference between 3-yearagest feature tracking velocity
(1997-2000) and ‘instantaneous’ 2000 INSAR velociiye associated histogram is given
in figure 5.5. As can be seen differences are gemgll and have an approximate zero
mean. Higher values are mostly associated with guities in the different techniques or
the movement of the large rift system discussethénprevious section. The similarity
between the INSAR and feature tracking velocitiecates little change in flow over the

time interval of observation.
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We find a velocity of 720 + 35 mi'dor Halley V station which agrees well with a
reported value of approximately 750 mhfar that period (BAS, 2005). We find velocities
between 850 maand 950 m & on SWIT about 10 km downstream of the grounding
line which agrees with values reported in Rign®@0@2) and Hulbe and others (2005).

We do not find any evidence of deceleration on Brige Shelf, this is not
surprising because it reportedly started after (@5, 2005). Instead our data seems to

confirm the apparent constant velocity observed/een 1972 and 1999.
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Figure 5.4 Velocity difference between 3-year agethfeature tracking velocity (1997-
2000) and 2000 InSAR velocity. Differences betwdentwo are small and do not show
significant change. The largest values are assutiatith the movement of the rift

separating the main ice shelf from the land.
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Figure 5.5 Histogram of differences between 3-ye@raged feature tracking and INSAR
velocities as depicted in figure 5-3.

5.5 Ice shelf spreading and basal melting

Using a combination of both INSAR and feature tnagkvelocity we can
determine strain rates from the grounding lingtsdl way to the ice front. In order to do
this we define the x-axis along the main flow dil@e and the y-axis across the main
flow direction. Since the flow direction is not plel to the boundaries of the satellite
image, used in IMCORR to derive flow velocity, datton must be applied. This can be

done by the following matrix multiplication:
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VX _ cosf -sinf VX
Vy "~ sinf  cosf Vy (5.1)

whereVx andVy are the old components of velociVX and VY the new components
and is the angle between the old axis and new axpoagmately -25° in this case.
After applying the rotation, strain rates in x andirection along the ice tongue
are readily calculated. Figure 5.6 shows straiesraterived from the rotated velocity
field along SWIT in units of 18 yr'. The strain rates for the along flow direction aée
km average values for sections in between the tihetes. For the across flow direction
the strain rates are averages for the across ftofilgs (dotted black lines). As observed
on Mertz Glacier Tongue the across flow spreadatg along the first part of the floating

ice tongue are about double the along flow sprepdite.
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Figure 5.6 Strain rates in the along and across floection determined from derived
velocity. Strain rates are given in"49r* and are calculated based on a linear fit through
the dotted transects for across flow directionher sections between the circles for along
flow direction (flow direction indicated by arrow).
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Figure 5.7 Velocity profile (blue) and thicknesofie (red) taken along the center of the
Stancomb-Wills Ice Tongue. The velocity profiletéa&en from a combination of INSAR
and feature tracking velocity. The two peaks arestntikely malicious data points. The
thickness profile is derived from gridded ICESaéwvaltion data (200 m) assuming
hydrostatic equilibrium. It shows an almost consiaa thickness along most of the ice

tongue.
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To estimate basal melting we use strain rates fileenvelocity profile given in
figure 5.7. We also use gridded ICESat elevatida g and convert this to ice thickness

(H) assuming hydrostatic equilibrium:
H=h/Q-rIr,) (5.2)
with ; = 900 kg n* and ,, = 1028 kg rit. The resulting profile is given in the
same figure and shows that ice thickness is neargtant along most of the ice tongue

except near the grounding line. For a glacier th&inuity equation for steady state along

a flow line is given by:
H

—=-H[e,+te,]-u, —+M=0 (5.3)
X

whereH is the ice thickness arM the net accumulation. The basal melt B € along a

flow line) can then be calculated from:

vy)
I

A- M (5.4)

Where A is the accumulation rate in m icé.aAn accumulation map by Vaughan and
others (1999) shows a reasonably constant acclionlgite of about 0.23 m w.ela
which translates into 0.26 m ic&.aUsing this value and our calculated strain rates

combination with the derived thickness and velopitgfile we calculate basal melt rates
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along the center of the glacier (figure 5.8). Tlenputation shows that basal melting
occurs near the grounding line, about 6.6 + 2.@eraf, but along most of the rest of the
glacier there is a negative melt rate, i.e. freeagof 1 or 2 meters per year. This is
confirmed by Rignot (2002) who estimated basal matis near the grounding line in the
order of 4 + 8 mAand further downstream basal freezing of a fewensqper year based

on fluxgate calculations. We find a maximum baseéfe on rate of 2.4 + 2.5 m icé a

about 170 km from the grounding line.

Figure 5.8 Basal melting calculated along a prafl¢he center of SWIT using equation
5.3 and 5.4. Negative melt rate implies freezeWg.find slight freeze on along most of
the glacier. Basal melting occurs near the grountire.
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5.6 Flow dynamics
5.6.1 Driving stress and longitudinal stress grase

Using the velocity and ice thickness data showrfigure 5.7 we calculate
longitudinal stress gradients along the centerdh8WIT. Figure 5.9 shows longitudinal
stress gradients computed using both Glen’s flowdad Goldsby-Kohlstedt. We use a
rate factor for ice of -16°C, a depth averaged tnapire we adopt from Thomas (1971)
who determined the temperature for Brunt Ice Sheatii Goldsby-Kohlstedt we use a
grain size of 3 mm and a temperature of -16°C. Agarison with the driving stress,
given in the same figure and calculated from ICE&atived surface gradients and
thickness shows a discrepancy along the first 70THms implies that lateral drag plays a
significant role along that part and that the tanggi thus not floating freely there. We
calculate lateral drag in chapter 5.6.2. Furthemwee note that the driving stress shows a
slightly negative value at approximately 170 kmnirohe grounding line, but looking
more closely at the thickness data we observedluaig that section the ice seems to
become thicker, but it falls outside our detectiiomts. If real, it could be an effect of
basal freeze on, calculated in chapter 5.5. Howet/éhe net accumulation is assumed

zero it might also indicate that the ice is thirgnover time (see chapter 5.9).

167



Figure 5.9 Driving stress (blue) calculated alongrafile shown in figure 5.5. The red
line shows the longitudinal stress gradient froncéobalance in the absence of lateral
drag using the Goldsby-Kohlstedt constitutive ielatThe black line shows the same for
Glen'’s flow law.

5.6.2 Lateral drag

Our calculations in chapter 5.6.1 indicate thahglthe first 60-70 km beyond the
grounding line of SWIT the driving stress is notdmeed by longitudinal stress gradients
alone. To estimate what the contribution of latélralg is we use derived strain rates from
across flow profiles (figure 5.10) in combinationtiwthickness estimates. Based on this
we find lateral drag close to the grounding lindéoin the order of 8.5 + 0.9 kPa or about
74% of the driving stress using Glen’s flow law.r k&oldsby-Kohlstedt lateral drag is

higher at 10.8 kPa (94%). In combination with ldadinal stress gradients lateral drag
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balances the driving stress along the first seatifotme glacier. Further downstream near
Lyddan Island the ice tongue is only bounded onade. We measure shear strain rates
in the order of 0.005aclose to the margins, but the width averaged aatrag is tiny

accounting for less then 5% of the driving stress.
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Figure 5.10 Across flow profile of velocity (upppanel), used to calculate shear strain
rate (middle panel) and shear stress (lower paalehg the profile indicated at the
bottom. The red dots shows shear stress calcufeded Goldsby-Kohlstedt, The blue
dots are for Glen’s flow law, which gives somewlaver values. The approximate
position of the grounding line is indicated by tieavy black line on the satellite image.
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5.7 Relict flow stripes

The RADARSAT images of BIS and SWIT reveal markedvilinear stripes and
crevasse bands, some of which are more then 20@hgn Similar features have been
found and studied on Ross Ice Shelf (Casassa &misptl991; Fahnestock and others,
2000) and Ronne-Filchner Ice Shelf (Crabtree andkBp1980; Swithinbank and others,
1988). The features are not actual flow lines, Whace imaginary lines tangent to the
local velocity vector. The exact mechanism thadpoes the stripes is unclear, but it is
commonly thought that they represent relict flowes and are associated with subtle
topography (Casassa and others, 1991). They cdhobght of as the line that a fixed
marker of some sort, placed on a point on thewemyld leave on the moving ice, and
analysis of these relict flow features can reveastpice-stream fluctuations when
compared to present-day flow lines (MacAyeal anlders, 1988; Casassa and others,
1991). In a steady state system the flow featuresildv eventually line up with
contemporary flow lines (Fahnestock and others,020Bnalysis of relict flow stripes
can thus reveal glacial events in the past ancegaesent day fluctuations in a context.

In an effort to study the history of the ice she# traced several relict flow
stripes on BIS and SWIT. The yellow lines in figlsella mark the stripes and show
feature tracking (red) and INnSAR (black) velocigctors on a 1997 RADARSAT image.
The grey lines show the current flow lines and @eeived from the velocity vectors.
Closer investigation of the current velocity fialelveals a pronounced deviation of the
relict flow stripes with contemporary flow lines arethe front of SWIT (figure 5.11b).
This disparity can indicate a change in the pastthérmore on BIS, near Halley V

station, we observe that the relict flow stripeskena very sharp bend to the west.
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However, the stripes run nearly parallel to modday flow lines. The pronounced
curving of the stripes is likely caused by shalleeabed topography around the
McDonald Ice Rumples. Small deviations do existhpps indicating the variable flow
of recent decades, but they are not nearly asdisits on SWIT.

On SWIT the alignment between the current flowdiaad the relict flow stripes
is reasonably good from the point where the stripesome visible, close to the
grounding line, and along the first part of the toague. This suggests that, during the
time represented by this distance, flow has beeremo less constant. We therefore
assume here that the present day velocity fieldbgsansed to estimate the timing of the
perturbation. This assumption is also based orparday MacAyeabnd Barcilon(1988)
who showed that when an ice stream fluctuation @cdwo trajectories can be
distinguished. One in which a perturbation in theugding line velocity is transmitted
instantaneous to all points downstream. This isdntrast to thickness changes at the
grounding line that propagate much slower downsiréeghe calculation of the timing of
the perturbation is done by integrating the prosialistance and inverse velocity along

a flow line. Since velocity can be defined as:

dx
V=—
at (5.5)

we can estimate the time passed since the perimitatough:

_“dx

"0 ©9
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HereT is the time it takes for a particle to travel fraghe grounding line to the point
where the relict flow stripes deviate from the prdsflow line '¢). These points are
marked with a star in figure 5.11a. The way we enpént this is by taking a velocity
profile along a flow stripe form the star locatédlae grounding line to the star marking
the deviation between flow vectors and relict flewipes (figure 5.12). We then plot

distancex againstv* and calculate the area under the curve from:

LZV(ID()Q - X(i—l)) (5.7)

Using this approach we find a value of about 13fbyiT. This value would be less if the

grounding line position retreated over time.

173



Figure 5.11 a) RADARSAT image of BIS and SWIT shogviflow lines inferred from
the velocity field (grey), traced flow stripes (iel), feature tracking (red) and InSAR
(black) velocity vectors. The solid black line indies the approximate location of the
grounding line (adapted from Rignot, 2002). Stamrkrbeginning and end of velocity
profile shown in figure 5.12 that is used to estenthe timing of the perturbation.
Highlighted square shows area of enlargement ib) iClose up of the front of SWIT
showing clearly the deviation between relict flowpes and current velocity vectors.
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Figure 5.12 Velocity profile along a flow line usexicalculate the elapsed time since the
perturbation. By integrating the product of distamadth the inverse velocity the time of
perturbation is estimated to be approximately 137 y

5.8 Flow stripe extrapolation

To find out what kind of glacial event is recordedthe bending of the stripes we
investigate flow stripe migration over time by trag two relict flow stripes identifiable
on both 1997 and 2000 RADARSAT images and also oo-gegistered Landsat image
of 1986. We estimate the configuration of the 19@w lines in 2000 and 1986 by
extrapolating the position of each point alonglthe using the derived velocity field.

Figure 5.13 shows a comparison between the extatgumbiflow stripes and the
actual position of the stripes visible in the imagased on MacAyeahnd Barcilon
(1988) theory we believe that the good agreemetitates relative constant flow since

1986 and justifies further extrapolation to findetleonfiguration during the time of
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perturbation. Using the same flow stripes and assyisteady flow we can estimate their
approximate configuration during the timing of {herturbation calculated in chapter 5.7
(figure 5.14). The figure shows that during thatdithe flow stripes were bent sharply
towards the west. Over time the creep of the iadfdias stretched the markings and

concealed their original configuration.
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Figure 5.13 Comparison between extrapolated rébet stripes (thick dotted line) and
actual position of the same flow lines (blue) 02000 RADARSAT image (a) and a
1986 Landsat image (b). The thin dotted line gitress 1997 position of the same flow
stripes. The good agreement indicates that flowbleas relatively constant since 1986.
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Figure 5.14 Extrapolated configuration of two relitow stripes during time of
perturbation (solid lines) and position of themts on a 1997 image. The extrapolation
makes use of the present velocity field to predms location in the past. Time of
perturbation is estimated to be 137 years eadiee (liscussion in text). The figure shows
that the bending of the flow stripes was more em&én the past and has stretched out
over time due to velocity gradients in the ice toag
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5.9 Discussion

There are several scenarios to account for thevimhaf the flow stripes. First, it
could indicate a more westerly flow of SWIT in tphast. Perhaps ice from the western
part of the Risser-Larsen Ice Shelf found an owtlest of Lyddan Island blocking SWIT.
A subsequent surge of SWIT could have blockeddbttet.

Alternatively, assuming the flow lines have remdingrtually unchanged with
time, the initiation point of the stripes might leashifted over time. This could indicate a
change in dynamics perhaps due to thinning andssocated shift in the grounding line
position. A similar model is described in Jezek84)pto explain a series of debris tracks
from Crary Ice Rise crossing present day flow linesRoss Ice Shelf.

Earlier observations by Shackleton’s expeditionnse® support the latter
hypothesis. When Shackelton was there in 1914-1@l1&ade a map of the ice front of
Stancomb-Wills Ice Tongue. At the time there wagaormous promontory sticking out
into the Weddell Sea that has since calved off (id&® 1973). Perhaps there was less
fast ice to cement the tongue around the flankaolild be plausible to assume that the
ice tongue was probably thicker as well around thmmé and the grounding line more
advanced. The Lyddan Island ice rise would, asdisdoday, limits SWIT’s eastern flank
and force a more westerly flow. A subsequent tinigrcould have led to decoupling
from the bed and a simpler more easterly flow. frhening hypothesis is supported by
the local mass balance. The flow stripe bendingusc@t approximately the same
location as our peak inferred basal melt ratesmasgpuno thickness change over time.

Were we to assume that basal melting equals suaememulation the basal melting (i.e.
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net accumulation is zero), then the continuity éguaalong a flow line (equation 5.3)

reduces to:

H H
T:.l_t:_ H[exx+eyy]_ ux:[-[_x (58)

And we find a peak thinning rate in the order & 2.2.5 m ice & To explore this idea
even further we looked at the sea floor topograpsing the BEDMAP dataset (figure
5.15). The bottom topography west of Lyddan Isledeasonably flat and indeed very
shallow (between 250 and 350 m). Using ICESat ddrice thickness estimates we find
that even today most of the ice on the east fl&r8WIT is nearly grounded (<100 m).
Figure 5.16 shows several profiles of sea floorogypphy. The profiles show very
shallow bed topography close to Lyddan Island amdething that looks like a trough
more to the west. A slightly thicker ice tongue \Wbhiave run aground close to the island
and favor a more easterly flow following the trougdrthis trough is aligned with the
direction of the extrapolated flow stripes.

The hypothesis is further supported by the diffeesbetween the crevasse pattern
of the ice in the northeast front of the ice tongud the rest of the ice tongue (visible in
figure 5.13b). This area lacks the fine structurend elsewhere and seems to consist of
larger rafts glued together by marine ice. Thisldandicate a different source for this
part of the ice tongue. In appearance it looks nligeethe ice currently attached in the
Lyddan Island embayment to the south of it. Perhfys section was grounded and

blocked flow in the past and has recently beconggaunded and detached.
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Figure 5.15 1997 RADARSAT image of BIS and SWIT wingy bed topography (white
contours -contour interval 200 m) and ICESat elevatlong satellite tracks. Black lines
give location of profiles in figure 5.16.
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Figure 5.16 Three profiles of bed topography uneatim SWIT from BEDMAP data (for
location see figure 5.15). The black lines giveatoan of cross-over points. Profiles 1
and 2 are across flow profiles and they show tladl@h bed topography close to Lyddan
Island (left) and a deep pronounced through. Rrdilruns parallel to flow across the
deepest part of the trough visible in profile 1 @nd
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5.10 Conclusions

We presented 3-year averaged feature tracking tieloof Brunt Ice Shelf and
Stancomb-Wills Ice Tongue. The ice tongue has gmaeetric velocity field that we find
is likely caused by detachment of the ice alongrgd rift on one margin and shearing on
the other. We find little significant change betwederived 3-year averaged velocities
and 2000 InSAR data implying little change oversthime interval. From the velocity
field in combination with ICESat derived thicknessee find that along most of the ice
tongue longitudinal stress gradients balance thandr stress, except along the first 60
km beyond the grounding line where lateral dragpants for most of the driving stress.
The ice shelf is thus not floating freely along é@stire length. We find a deviation
between relict flow stripes and current flow lindhe good agreement between the
extrapolated 1997 flow lines and their actual posion the 1986 Landsat image show
that the stripes are in fact old relict flow linés.comparison between present day flow
lines, derived from the velocity field, and theiceflow stripes on the ice tongue show
that a regime change occurred on the ice tongethes 140 years ago. The pattern of
relict flow stripes suggests recent ungroundinge@ssed with grounding line retreat of
the Stancomb-Wills Ice Tongue and subsequent itenittg, which seems to be

supported by local mass balance and bottom topbgrap
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CHAPTER 6

THE FLOW REGIME OF

MERTZ GLACIER TONGUE

6.1 Introduction

There is a striking similarity between Mertz GlaciBongue (MGT) in
East Antarctica and Drygalski Ice Tongue (figuré &nd figure 4.1). Both glaciers form
in a fjord and terminate as long, narrow ice torsgeetending far into the sea. In doing so
they form a barrier for moving sea ice and aredfwe critical for the formation of
polynya that are found at both locations. Williaarsd Bindoff (2003) stress that the
break off of MGT may result in a reduced polynyahavassociated consequences for
formation of Antarctic Bottom Water and ocean clation. In this chapter we combine a
number of remotely sensed datasets which allowousuestigate the surface velocity
field, flow dynamics and glaciological importanceMGT. We apply automatic feature
tracking on RADARSAT-1 imagery acquired in 1997 &@00 to generate an accurate
velocity field that is averaged over a 3 year tgpan. Using the same technique on 2000
MAMM repeat cycle data another velocity field isiged that is averaged over 48 days.

We find this to give much better results on thetamggue than velocity derived from
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INSAR, but use the INSAR data to complement oumwrfstlerm) feature tracking
results.The datasets thus derived allow for a colsg@a between short term averaged
velocity, longer term averaged velocity and daterfra previous study, available through
VELMAP, that applied feature tracking on Landsatagary over two different time
spans. The comparisons suggest that no appreahbbleges in velocity have occurred
between 1989 and 2000. We use derived velocitgombination with RADARSAT-1
imagery, ICESat derived elevation and thicknessmfrace penetrating radar, to
investigate calving and stress partitioning aldmg glacier in an effort to investigate the
significance of the ice tongue on glacier flow. YWl a calving rate on the order of 150
m &' on the western margin that appears to be conatang the entire ice tongue. Along
the eastern margin calving is much more episodiachvwe ascribe to the presence of
thick multi-year sea ice on that side, visible ie RADARSAT imagery, and that glues
the glacial ice.

We observe an asymmetry in both magnitude andtareof the velocity field
near the front of the ice tongue with velocitiestoO m & higher on the east side. The
absence of this asymmetry at the point where tkeleaves the valley rules out an
upstream effect. Instead it seems the ice tonguséowsly rotating and breaking off at a
point about 20 km out in the ocean where a larfiesiopening up. The direction of
movement suggests that the westward moving aloagesturrent plays a role in this. We
calculate that the current, in addition to the ilenstress, might exert enough force to
reinitiate and propagate the rifting. The longee tice tongue becomes, the more

influence this current is likely to have, until tioe tongue eventually breaks off.
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Strain rates derived from our velocity field shavat after leaving the fjord the
ice has the tendency to spread out laterally mwwoagly rather then longitudinally. Only
after about 60 km do we find similar values foregating in both x and y direction, which
implies that the glacier needs time to adjust éeliy floating conditions. We find this to
be in the order of 50 years. Nevertheless we shaiva doubling in the lateral spreading
rate does not significantly affect the magnitudecatulated longitudinal stress and that
the driving stress is nearly balanced by longitatlistress gradients, assuming the ice

tongue is free floating, to within our error limits
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Figure 6.1 RADARSAT-1 image of Mertz Glacier Tonqaaguired during the MAMM
mission in 2000. Inset shows location in Antarctica
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6.2 Mertz Glacier Tongue

Mertz Glacier Tongue (MGT) is located in King Geerdy Land in East
Antarctica and, as its name implies, forms a lacgetongue that extends more than 90
km into the ocean, varying in width between 15 @86&km. MGT drains an area of more
then 80,000 krhfrom the flanks of Dome C (Rignot, 2002). Sincevidan’s team first
explored the area, between 1911 and 1914, theorggué increased both in width and
length and has more than doubled in size (Wendidraghers, 1996). Between 1962 and
1993 the average advance rate was about 900 T ketween 1993 and 1994 this
appeared to be higher at 1200 th (#endler and others, 1996). Pétzsch and others
(2000) determined the position of the grounding lirom SAR interferometry and found
it to be about 60 km inland of the coast line (fg6.2). Using a combination of INSAR
velocity, a DEM and accumulation data Rignot (20@&)mated the mass flux across the
grounding line to be 19.8 + 2 Rna' and, comparing this with mass accumulation,
proposed a slightly positive mass balance of +13%#7 ice &' for Mertz Glacier. Based
on mass continuity he estimated basal melt at thengling line to be about 18 + 6 m ice
a’. Berthier and others (2003) used automated feataoking on two Landsat images
acquired in January 2000 and December 2001 to genarvelocity field of, primarily,
the grounding line area. They compared this withyddr mean velocity, derived using
another Landsat image acquired in January 1989daut not detect significant change
between the two periods. Their acquired velociéies available through the VELMAP
database and used here for comparison with devigkxtity in this study. Legrésy and
others (2004) used a number of remotely sensedeatatéo investigate the influence of

tides and currents on the flow of Mertz Glaciereyliound a tide induced flexure of 2 m
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per day. More interestingly they found tide inducgaly fluctuations in flow speed

between 1.9 mY(694 m &) and 6.8 m @ (2482 m ). The fluctuations seemed to be
associated with the current moving the glacier tentaterally. The faster flow occurs
when the glacier is pushed towards its eastern ts&dd ice’ boundary. The slower flow
is believed to be caused by increased lateral dizen the glacier is pushed toward its

western ‘valley wall’ boundary.

6.3 Velocity

We applied feature tracking on 1997 AMM-1 and 200AMM 25 m
RADARSAT-1 images of MGT, vyielding 3 yr averagedlogties. In addition, we
applied feature tracking on two images from the M¥Mhission, one from cycle 1 and
one from cycle 3, that were taken 48 days apare hort term INSAR results did not
produce a complete velocity field for this area anelused here to supplement short term
feature tracking results, primarily for the slowaoving sections. The velocity maps
presented encompass the grounded tributaries ofzM&acier as well as the floating
MGT (figure 6.2). The pixel spacing on both maps4® m. The 3-year averaged
velocity map is compiled of more than 66,000 disptaent vectors, the 48 day averaged
velocity yielded almost double as many. At the giding line we find a velocity of about
850 m &. Velocities on MGT gradually increase to more th200 m & at the ice front.
The velocity maps clearly show a main tributary emmfrom the west. In addition a
smaller tributary can be distinguished coming frtdme south. The velocity map also
shows the softer west margin (composed of ice aulsté rocky valley walls), mentioned

earlier, near the head of the fjord where ice maslesver (approximately 300 nmi'‘h
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Furthermore we note that the velocity on the tongusmewhat asymmetric with higher
velocities along the eastern margin. We believe tima is related to the formation of a
large rift across the glacier (see chapter 6.6).

Comparing the ice front on the 1997 and 2000 imagee$ind an advance rate of
approximately 1200 m™a This is in excellent agreement with the valuenfbuby
Wendler and others (1996) who found the same Maluthe time frame 1993-1994. The
average velocity at the front is of a similar magde implying small calving rates at the
front. Instead it seems that lateral calving is enonportant as the ice tongue seems to

taper along flow despite lateral spreading. Weldate lateral calving in chapter 6.6.
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Figure 6.2 3-year averaged velocity (left panel)l 28 day averaged velocity (right
panel) depicted on a 1997 RADARSAT-1 scene of Méelacier Tongue in East

Antarctica (see inset). The red line depicts ther@pmate position of the grounding line
determined from SAR interferometry (adapted frontzB¢éh and others, 2000). Dashed
line is velocity/thickness profile shown in figuBes.
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Figure 6.3 Close up of the front of Mertz Glacieongue illustrating the advance
between September 1997 and September 2000. Thealdganced approximately 3600
m over the 3 year period translating into an adeante of 1200 m4a
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6.4 Velocity comparison

We compare 3 year averaged velocity with 48 dagrayed velocity to
investigate if any significant changes have ocalri&his is done by subtracting the 3
year averaged velocity from the short term velo&#yd and investigating the plot and
histogram (figure 6.4). The histogram has a mea%®fm & however, given the errors
in the velocity field (approximately 100 m'dor the short term velocity) we cannot

conclude that a significant change has occurred thvetime interval.

Figure 6.4 Difference map calculated by subtracttagear averaged velocity (1997-
2000) from 48-day averaged velocity (2000) (lefbgla and associated histogram (right
panel). The histogram has a mean of -52'mvhich is below our sensitivity limit.
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We also compare our velocity estimates with thasenfBerthier and others
(2003). They used automated feature tracking oretHrandsat images acquired in
January 1989, January 2000 and December 2001 ®rajena 1-year and an 11-year
averaged velocity field. Their 1l-year averaged e#jyo data comprised 16,700
displacement vectors. The 11-year averaged regudtged to be more problematic and
yielded only 433 vectors. Figure 6.5 shows locaiohthe data points that are used in
this comparison. For the comparison we only usedipwints that fall within the limits of
our velocity pixels. The result of the comparissrillustrated in figures 6.6 and 6.7 in the
form of scatter plots and difference histogramscrod&s the whole range of velocities,
from slow to fast, we find a good agreement betwtberdatasets. We therefore conclude
here that no significant velocity change occurretiieen 1989 and 2000 based on these

data.
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Figure 6.5 Locations of displacement vectors, aetilsy Berthier and others (2003), that
are used for comparison with velocity derived irs thtudy. Red dots represent 1 year
averaged velocity data points, black dots reprekgntear averaged velocity data points.
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Figure 6.6 Scatter plot showing a comparison betwetocities from Berthier and others
(2003) and 48-day averaged velocities derived is $shudy (top panel) and associated
histograms of velocity differences (bottom). Thd o®lor represents the 1-year averaged
data (n=12,475), the black color represents thgekt-averaged velocity (n=362). Both
histograms have an approximate zero mean.
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Figure 6.7 Scatter plot showing a comparison betwetocities from Berthier and others
(2003) and 3-year averaged velocities derived is $itudy (top panel) and associated
histograms of velocity differences (bottom). Thd o®lor represents the 1-year averaged
data (n=8245), the black color represents the Hi-ggeraged velocity (n=149). Again
both histograms have an approximate zero mean.
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6.5 Ice shelf spreading

Figure 6.8 shows a velocity profile taken along lémegth of the glacier starting
from about 45 km upstream of the grounding linee Tdtation of this profile is depicted
in figure 6.2. Using this profile we can determinagitudinal strain rates all the way to
the ice front by fitting a trend line through thelacity data. Based on this profile we
distinguish three distinct regimes in longitudisaletching. From the start of the profile
45 km above the grounding line we see a sharpaseri velocity from 350 mi‘ato 750
m &' over a short distance of about 10 km resultingeiry high longitudinal strain rates
of about 0.038 & Then there is a 120 km long section characterizgch constant
longitudinal strain rate about a tenth of that (@.Gi'). We note that we do not see a
significant jump in velocity at the grounding linhich might be expected from the
sudden decrease in basal drag. Neither do we segeciable change at the point
where the glacier leaves the valley. Finally aldimg last 55 km of the glacier tongue we
find a low strain rate regime of 0.00T.arhis transition starts about 35 km beyond the

coast line.
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Figure 6.8 Transect of velocity (black line), eléea (orange) and ice thickness (blue)
along the Mertz Glacier (location of profile indied by the dotted line in figure 6.2).
The straight lines show a linear fit through théadaf which the equations are shown in
the graph. The slopes of these are an approximafighe longitudinal spreading rate.
Three distinct regimes can be identified. The REiSkhess profile is digitized from

Legrésy and others (2004). The green and red ssgai@v ice thickness derived from
ICESat freeboard using a density of = ag7m* and r, = 900kg m? respectively.

The location of the slope breaks are indicatedguaré 6.9.
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By taking a series of transects of the across ftowponent of velocity we can
determine lateral spreading rates (figure 6.9).cAs be seen lateral spreading varies
along the ice tongue. We find the highest valu€sQt &) where the glacier leaves the
fiord. At this point the lateral spreading ratemisre then twice the longitudinal spreading
rate. Along the floating part it gradually declirtesa value of about 0.002"at the front.

By measuring the rate of change in width of a flomnd we can make an independent
estimate of lateral spreading (black lines in fegé:9). Using equation 2.42 we find a

value of 0.004 3, which is about the average value measured frenvétocity field.

The observation that the lateral spreading rategalbe first part of the ice tongue
is much larger then the longitudinal spreading ratan interesting one. It implies that
this section of the glacier does not spread unifprm all directions as discussed in a
model by Thomas (1973). Based on the above analgsind that for MGT this point
occurs only about 60 km after leaving the fjordeTdistance of this point is likely a
function of, among others, ice thickness, ice tenaoee and velocity. From our velocity
field we determine that, for MGT, it takes roughBl§y years for the ice to transform into a

truly free floating ice shelf.
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Figure 6.9 Values og,, and €,, along the Mertz Glacier Tongue calculated fromiwer

velocities along several profiles. The verticakbnindicate the margin of the flow band
used to calculates,, independently. W marks the distance between a filogvand the

margin used to calculate the lateral calving ratapter 6.6).
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6.6 Calving

As mentioned earlier the average velocity at thentfr(v,) is of a similar

magnitude as the advance ra#g (mplying small calving rates) at the front, since:
cC=V,-a (6.1)

Instead it seems that lateral calving is more ingyd. Having an estimate for the
lateral spreading we can estimate the calvingatatbe side. This is done by measuring
the rate of change of distance perpendicular wo fietween the margin of the ice tongue

and a flow line and adding a component associatédlateral spreading:

yy

:¥+We (6.2)

hereW is the distance between the flow line and the maagthe first point (see figure
6.9), DW is the difference in distance between the flow kmel the margin between the

two chosen pointsg, is the lateral spreading rate and t the time wisexh be estimated

by integrating the product of distance and inverdecity along a flow line (equation 5.4
and 5.5). Based on this we find we find an avejeing rate of about 150 n*dor the
west margin of the ice tongue. The calving on thide appears to be of a similar
magnitude along the entire length. However, theviogl on the east margin is more
episodic and seems to be dictated by the presdnbek sea ice. This sea ice appears to

be firmly attached to the ice tongue and we are &bltrack it over the 3-year time span,
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indicating that it is very persistent. Only whehe thick pack ice stops do we see calving
on the east side. From these observations two sosrare suggested; one in which sea
ice on the east side is merely gluing the glaaerand thus limiting calving and one in
which the ice is actually influencing the ice fldwy limiting the spreading rate on that
side. However, the high spreading rates that wesareamake the second an unlikely
scenario. It thus appears that the glacier icdatetast side does become mechanically
weak but is glued to the tongue. This is suppobiethe fact that at the point where the

thick pack ice stops, a large amount of calvingdsundly occurs.
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Figure 6.10 The y-component of velocity on MGT. &ldhe distinct step along the
eastern margin that is associated with a largecletarly visible in the image. The rift is
opening up at a speed of roughly 100 thand decouples the remainder of MGT.
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Closer investigation of the velocity field revealslistinct step in velocity along
the eastern boundary of MGT. Velocity across thep suddenly increases from 1050 m
a’to 1150 m &. This step appears to be associated with a léftg@at is opening up at
a rate of approximately 100 nian the direction of flow. The sudden velocity jurig
especially pronounced in the y-component of vejocffigure 6.10). From the
RADARSAT images we measure that the propagatioedmd the rift (between 1997
and 2000) is in the order of 1500 i, avhich, if assumed constant, would lead to the
break off of MGT somewhere around 2015. In realitys far more likely that rift
propagation varies through time, as observed oa Rland Glacier (Bindschadler, 2002)
and Amery Ice Shelf (Bassis and others, 2005). dpening of the rift is in synchrony
with a westward rotation of MGT and a decouplingnirthe rest of the glacier hence the
asymmetry in the velocity field. This rotation is@evident in the pattern of crevasses on
the glacier. We believe that the original fractomgght have been initiated at the point
where MGT leaves the valley, because of shear alsnmargin, but that the fracture
now acts as a weak point along which the built tigteesses, possibly associated with
the westward moving sea current, are released. Wepuate the bending moment
following a simple model by Thomas (1973) on thie&s of sea currents on floating ice
tongues. We adopt this elastic model rather thadddarth and Glynn’s plastic analysis
(1981) since the latter would be more appropriateaf curved tongue such as Erebus
Glacier Tongue. For a vertical element of unit Wwithie force acting in the y-direction is

given by the moment lost per second by the seaxdiygafter Holdsworth, 1973):

F=VrH (6.3)
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where \, is the speed of the current, H the ice thicknesis/athe density of ice. The

total moment on the vertical axis is then given by:

M =FL? /2 (6.4)

where L is the length of the glacier tongue. Franding theory the tensile stress at the

origin (where the glacier leaves the fjord) is giv®y:

s, =6MD;?H (6.5)

Combining equation 6.3, 6.4 and 6.5 we find that:

s, =3r,(V,RY (6.6)

WhereR is the length to width ratio of the ice tongue,iethis approximately 3 for

MGT. Taking r, = 900 kg nt andV,, = 1.0 m & (a value we adopt form Legrésy and

others, 2004) we find that the bending stress itdisced is in the order of 25 kPa which
is about a sixth of the tensile stress at that tpag calculated from strain rates with
Glen’s flow law. This is probably too small to iiggte rift formation. However, once a
crack has developed it would become larger, siheecrack effectively increases the
length to width ratio by decreasing the width atttpoint. In addition, tensile strength is
likely reduced along previously developed crevas§&ss in combination with tensile

stress and current drag along the bottom the pespasechanism might be enough to
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reinitiate and propagate a rift. We thus concluu the along shore current is a very
likely contributor for the rift formation, propagah and eventual calving of MGT and
the only feasible explanation, at least that wetbamk of, of the apparent rotation of the
tongue. Over time the sea current would exert rpoegsure on the ice tongue as it gets
longer. It seems intuitive that the current thutuences the critical length and that rift
propagation is initiated whenever this length iacteed. For MGT this critical length

appears to be in the order of 80 to 90 km.

6.7 Flow dynamics
6.7.1 Driving Stress

Upstream from the grounding line velocities rapidicrease, figure 6.8 shows
that this coincides with a very steep surface @mtdiof up to 0.016. Ice thickness
measurements in this area are rather sparse anlBBPyives values ranging between
400 m and 700 m, which seem somewhat questionallsidering the ice thickness of
1200 m at the grounding line estimated by radiooesbunding (Legrésy and others
2004). Even so this translates into values of upO@ kPa for the driving stress.

To calculate the driving stress along the floapagt of the Mertz Glacier Tongue
we use the thickness profile as determined by radioto sounding (RES) along the
profile given in figures 6.2 and 6.8. Figure 6.8cakhows several thickness estimates
derived from ICESat free board using ice densitfe800 kg ni® and 917 kg m. As can
be seen in the figure along the first part of leating glacier there is a better fit using a
high density, while along the last part there isetter fit using the lower density. This

can be explained by differences in snow accumulagiace in the area very high wind
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speeds are observed that are among the strongést world close to sea level (Wendler
and others, 1994). The high wind speeds might mtezecumulation of snow along the
first section. However, due to uncertainties indlepth averaged density we calculate the
surface gradient of MGT from gridded ICESat elematdata (figure 6.8) and use the
RES profile for ice thickness. Figure 6.11 showes dhiving stress along the floating part
of Mertz Glacier Tongue calculated using this ddtae driving stress quickly declines
from a value of about 21.4 + 5.4 kPa at the graumdine to about 3.0 £ 2.4 kPa
downstream where the glacier leaves the valley $ km). It then gradually declines to

a value of about 0.2 £ 0.9 kPa at the calving front
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Figure 6.11 Driving stress of Mertz Glacier Tongaga function of distance from the
grounding line. The glacier leaves its valley absihikm downstream from the grounding
line. Error bars are shown in the figure. Horizbrilaes show calculated values for
longitudinal resistance for the ice tongue, assgniinis freely floating, according to
Glen's flow law (black) and the Goldsby-Kohlstedbnetitutive relation (red) (see
chapter 6.7.3)

6.7.2 Lateral Drag

The relative importance of lateral drag in oppgsthe driving stress can be
estimated where across flow velocity profiles astingates of surface slope are available.
This can be done even though ice thickness mightitzertain by assuming the ice
thickness does not vary much across the width ef itle stream. Since the width

averaged lateral resistance can be calculatedduatien 4.8):
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F = H,” max®,)- H_,” min(R,)
° 2W

(6.7)

the relative contributionfn controlling glacier flow can be estimated by:

_maxR,)- min(R,),
~ 2W(-rga)

F

r

-5 100% (6.8)
[dx

R, is calculated from across flow velocity profile®rh Glen’s flow law (and a rate

factor corresponding to that of ice at -20°C) isimilar way as explained in chapter
4.7.3. Using this approach we find increasing valinem about 20% to 32% for the very
steep part above the grounding line. Using the SxjldKohlstedt constitutive relation
following the approach outlined in chapter 2.7, fimel for a grain size of 3 mm values in
the same range. This is as expected because thistiain rate regime where both flow
laws have parallel curves, so the gradient in sisgass is (almost) equal despite the
different absolute value (figure 2.5).

At the grounding line we find lateral drag to he2+ 1.5 kPa for Glen’s flow
law (using a rate factor for ice at -16°C) and 242& for Goldsby-Kohlstedt (for ice at -
16°C and with a grain size of 3 mm). The drivingess is 21.5 £ 5.4 kPa which makes
the relative contribution of lateral drag 98% fdefss flow law and 100+% for Goldsby-
Kohlstedt. Approximately 20 km downstream from theunding line where Mertz
Glacier flows through a fjord we find a lateral gran the order of 11.4 + 1.1 kPa for
Glen’s flow law. At this point the driving stress 11.7 £ 3 kPa, signifying that lateral

drag accounts for 97% of flow resistance. At thenpahere the glacier leaves the valley
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velocity in the center of the stream is about 165@", while at the sides we measure
velocities close to 900 ni*aA profile of the velocity taken at that pointgiven in figure
6.12. Associated lateral shear strain rates afidbation vary between -0.007*and
0.007 &. Since this is in the same order of magnitudehaddngitudinal and transverse
strain rates we choose here not to ignore thesbencalculation of lateral drag and

consider them constant across flow. To calculagaushktress we use:

172 -213
2 2
u V u v
Ju-y v, Juiv

1 fu 1 fu (6.9)
x Ty x Ty 2 Yy 2 Ty

Ry =

Using this we find the effective strain rate todfmut 0.12 . We calculate a resistive
stress of about 60 kPa and an averaged latergtarse of 2.2 + 0.4 kPa (using a rate
factor for ice at -16°C) which is about 60% of theving stress at that location (3.7 + 2.6
kPa). Because here shear strain rates fall in geravhere the slopes of the Glen and
Goldsby-Kohlstedt curve are not parallel we finffedient values for the latter. Using
Goldsby-Kohlstedt (for ice at -16°C and with a graize of 3 mm) we find a resistive
stress of about 78 kPa and an averaged lateratasse of 2.9 kPa, which is 78 % of the
driving stress. Both approaches show that lateraf ccontrols flow here, although
according to the Goldsby-Kohlstedt approach to ghéyi degree. The two approaches
yield similar results if we use a grain size of & or a value for B that is about 100

kPa & higher.
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Figure 6.12 Velocity, effective strain rate andcoddted shear stress (left panel) along a
transect at the point where MGT leaves the fjoigh(rpanel). In the upper panel the dots
represent data points, the line is a best fit thhothe data and its slope is used, in
combination with determined values for longitudireahd transverse strain rate, to
calculate the strain rates (middle panel). In theer panel the blue dots represent shear
stress calculated from Glen’s flow law (using arfctor for ice at -16°C); the red dots
represent shear stress calculated from the Golldsbhystedt constitutive relation (for ice
at -16°C and with a grain size of 3 mm).
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Figure 6.13 Across flow profile of velocity take® km after MGT leaves the valley
walls. A likely explanation for the gradient in welty is an effect of sub-surface valley
walls.

Another across flow profile, taken approximately kfd after MGT leaves the valley
walls shows it is nearly flat along its sides sigimg that no lateral shearing occurs there
(figure 6.13). However, we do measure a gradientadnoss flow velocity roughly
between 5 and 15 km from the sides. A manual chefckcrevasse intersection
displacements, along the margin and the centefiromthe difference in velocity is not
an artifact (figure 6.14). This is approximatelp@4 &" or about half of that measured 10
km upstream. This could indicate that lateral diegn sub-surface valley walls still
plays a role. We find the percentage of drivinggsdrresisted in this way to be in the
order of 50% (or 60% for Goldsby-Kohlstedt). Anatfekm further this effect is not
seen. If the ice tongue would break off at the tbas, the reduced backpressure could

potentially lead to an increase in along flow creep
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Figure 6.14 Manual check of displacements of twavasse intersection points. The left
two figures are AMM-1 images with the cross hardted on an intersection. The right
two images show the cross hair in the same geogréptation and the distance to the
reference features is shown. Corresponding veésciire approximately 1020 rit éor
the top images taken at the ice margin and 1103 forathe images at the bottom taken
in the center of the glacier (see inset).

6.7.3 Longitudinal Stress Gradients

With the calculated values for the longitudinal dateral spreading and the
thickness profile (figure 6.8 and 6.9) we estimidue longitudinal stress gradients along
the center of the floating part of the ice tongBg.fitting a line through the thickness
profile we find a thickness gradient of approxiniat®.009 along the first 80 km and -

0.003 along the last part, with some small scatalleariations that are ignored in this

214



analysis. Applying equation 2.32 we find an averbngitudinal stress gradient of about
1.3 kPa which should be considered as an averdge f@ the fjord and seems, taken
together with lateral drag, to roughly balancedh®ing stress.

Along the ice tongue the thickness gradient is09.8long the first 30 km and -
0.003 along the last 60 km. The change in slopgbethickness gradient falls at roughly
the same point as the change in slope of the latigial strain rate as can be seen in
figure 6.8. Thus, for a constant rate factor an@nvassuming the entire tongue is freely
floating and spreading equally in both directions, find two values for the longitudinal
resistance. Along the first 30 km we find a val@i@lmout 1.3 £ 2.0 kPa and along the last
section we find a value of about 0.3 £ 0.7 kPawd#f apply the Goldsby-Kohlstedt
constitutive relation for a grain size of 3 mm thhiecomes 1.8 kPa and 0.4 kPa
respectively. These values should then theorefidcalance the driving stress. We find
that within their error limits they do, althougrsi@uals are largest along the first part of
the tongue and the assumption that horizontal dprgaates are equal in both directions
does not apply there (figure 6.11). This apparemagox is explained by the following

analysis. First consider a free floating glacieeven

o (6.10)

In the absence of side drag we calculate the lodmjial stress from:
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Combining equations 6.10 and 6.11 gives longitudirass as a function of longitudinal

strain rate:

3Be¢,,
= e |7 (6.12)

XX

Next consider that the lateral spreading rate isawhe longitudinal spreading rate, then:

26, =€
o (6.13)

4Be,, (6.14)
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Equation 6.15 shows that a doubling in the latsmkading rate has thus hardly any
effect on the magnitude of the longitudinal strasd its gradient along flow. The relative

role of resistive stresses along the glacier isvshio figure 6.15.

Figure 6.15 Relative contribution of basal draga¢k), lateral drag (blue) and
longitudinal stress gradients (white) in opposimg driving stress for the Mertz Glacier.

6.8 Summary and Conclusions

In this chapter we have produced two detailed wldelds of Mertz Glacier
Tongue derived from repeat RADARSAT imagery throdghture tracking techniques
over different time spans. A comparison with vep@stimates from an earlier study

suggests no appreciable changes have occurreddref®88 and 2000.
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We investigated calving along the ice tongue angndothat calving occurs
predominantly along its margins. Along the westerargin the calving rate is constant
with a rate of about 150 mi*abut on the eastern margin the glacier is weldgthizk
pack ice and calving occurs episodically. We obsera large rift along the eastern
margin of MGT that seems to be opening at a ratd6fm & and propagating across the
ice tongue at a rate of 1500 rit.aThe opening of the rift is likely enhanced by a
westward moving sea current that causes the remawfdthe tongue to slightly rotate
westward leading to a slightly asymmetric velodigld with higher measured velocities
on the north east margin.

The stress analysis suggests that driving stresg dhe ice tongue is balanced by
longitudinal stress gradients to within our erronits but indicate that along the first
section of the ice tongue after it leaves the fihrel glacier is not a perfectly free floating
glacier. Using the velocity data we calculatedistrates in the entire area and showed
that MGT has the tendency to spread out laterafither then longitudinally, when it
leaves the confining valley walls. Only after ab60tkm (or about 50 years) do we find
similar values for spreading in both x and y ditt implying that the glacier needs
time to adjust to truly freely floating condition®/e have shown, however, that larger
lateral spreading does not significantly affect khegitudinal stress gradient. Along the
first 15 km after the glacier leaves the coast tkefind some lateral drag, which implies
that were the ice tongue to break off at the coesthis could lead to an increase in

creep.
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CHAPTER 7

THE SIGNIFICANCE OF ICE TONGUES

7.1 Introduction

The aim of this chapter is to discuss the sigaifte of the ice tongues in
our study areas on glacier flow and compare theltsesf our studies of David Glacier-
Drygalski Ice Tongue, Brunt Ice Shelf-Stancomb-¥/ilte Tongue and Mertz Glacier
Tongue presented in chapters 4-6. We also prowid&vers to our research questions
discussed in chapter 1. These were: (1) Have tadecand stress fields changed over
time? (2) What are the dominant forces for différglaciers in Antarctica and how do
they vary within and between catchments? (3) Degnkeday ‘instantaneous’ velocities
differ significantly from longer-term (3-year) awges? (4) Are selected areas behaving
differently and if they do what are the responsitmlechanisms and how do they affect

mass balance?

7.2 Significance of ice tongues
7.2.1 Glaciological significance of ice tongues

In order to discuss the glaciological significardea floating ice tongue on flow
upstream it is necessary to define the térackstressVan der Veen (1997, p. 178)

defines the term as “the backstress at any poiainage shelf represents the fraction of
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the total driving force acting on the section okl§rextending from that point to the
calving front, that is supported by lateral drag/an basal drag acting on that section”.

As mentioned in chapter 2 the driving force of acgr is opposed by the three
flow-resistive forces: lateral drag, acting on si@es, basal drag from shearing along the
bottom, and longitudinal stress gradients. Thusnigieeffect of the total backstress on a
section of a glacier is the reduction of the loandihal stress gradients on that section, in
other words the additional backstress reduces litvegalow creep rate from what it
would be if this backstress was absent. For aifigaglacier this backstress can stem
from lateral drag from valley walls, rocky embayrtigror any other source of lateral
drag, and basal drag from pinning points at thetobotthat lead to temporary re-
grounding of the ice. If for any reason the icelfsbeice tongue were to break off, the
reduced backstress could lead to an increase octityel The sudden acceleration and
thinning of several glaciers in the Antarctic Pesoila after the break up of Larsen A and
Larsen B ice shelves has been ascribed to both wasér percolation (and associated
reduction of basal drag) as well as to the redinzak stress effect (Scambos and others,
2004). Also the substantial thinning and acceleratif Jakobshavn Isbree in Greenland is
partly ascribed to reduction of back stress dua@akening of drag at grounded areas
along the floating tongue initiated by thinning freenhanced basal melt (Thomas and
others, 2003). For a free floating glacier, spregdin one direction and experiencing no
backstress, the creep rate is related to the iokniass according to a relation first

derived by Weertman (1957):
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where B is the flow rate factor, H the ice thicknesd h the surface elevation. In our
study areas we found no evidence for any significesgrounding once the glaciers leave
their valley wall. In chapter 6 we showed that Me@lacier Tongue experiences some
influence of lateral drag along the first 15 kmeafleaving its valley walls. Beyond that
we find no evidence of any significant lateral siveg or re-grounding. As mentioned
earlier, this implies that if the glacier breaks$ after that point, no upstream effect is
expected. This is supported by the good fit betwealtulated driving stress and
longitudinal stress gradients along most of thetasgue (figure 6.11). We find similar
good fits on Drygalski Ice Tongue (figure 4.26) éBincomb-Wills Ice Tongue (figure
5.9). However, if an ice tongue were to break dfftlae coast line the reduced
backpressure could potentially lead to an increassong flow creep. To estimate the
magnitude of this effect we include additional fatedrag in the model for an ice shelf
described in chapter 2. The longitudinal resissuess then becomes a combination of
equation 2.47 plus a component associated withdtven-glacial integrated resistance

associated with lateral drag (after Van der Ve®9,7).

_1 AR
Rxx(x)—Efigl p H-5,(X (7.2)

w

where s, (x )s the backstress at x defined as:
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In this equatiorL is the length over which the additional drag osciior Mertz Glacier
Tongue we find a width-averaged lateral drag of 2.8.4 kPa at the point where the
glacier leaves the fjord, whereas 15 km farthes thipractically absent. If we assume

that the drag effect declines linearly then we fisg (coastling » 27.5kPa. In

comparison with the calculated longitudinal strasshe coast line (approximately 160
kPa.) this is about 17%. If the ice tongue werbrtmk off at the coast line, the measured
longitudinal stress would theoretically increasetlmg amount (at least temporarily). To
estimate what the effect on the creep rate would vbe first need to invert the

constitutive relation:

e,=Q o (7.4)

In this equatione,, is the measured strain rate before the calvingtefret.0x10’ &%)

and Qs given by (after Thomas, 1973b):

B (1+a +a2)
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where a is the ratio betweem, and ¢,,. We showed thag = 2 soQ becomes 7/64.

After break off of the ice tongue the new creep (&, ) is calculated from:

S |%(x-'-sb ’
exx - Q B (76)

Here R is the calculated value of longitudinal stressnfrthis we find that the creep
rate becomes ~6.0xE@*, which is about a 50% increase of the creep refere break
off. This shows that there potentially could baegmsicant change in flow rate, caused by
the sudden reduction of the lateral drag exertedhenice tongue. Also a possible
thinning of the glacier could lead to reduced lateirag, by reducing the contact area
between sub-surface valley walls and the ice tongue

Also on Drygalski Ice Tongue, based on the gradreacross flow velocity, there
appears to be some lateral drag after the glaeserek the valley walls (figure 7.1). This
could perhaps stem from sub-surface valley walltheradjacent Nansen Ice Shelf. The
calculated magnitude of lateral drag is about 5@4tkPa, which is about 80% of the
driving stress. A profile taken about 6 km from tteast line indicates that lateral drag
quickly reduces to zero. This is much faster thheeoved on Mertz Glacier Tongue,

likely because of a different configuration of (ssdrface) valley walls.
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Figure 7.1Across-flow profile of velocity on Drygalski Iceugt after the ice leaves the
fjord walls. The location of the profile is indieat on the inset. The slight gradient in
velocity could possibly stem from sub-surface waNealls or the adjacent Nansen Ice
Shelf.

It is worth noting that these ice tongues do nelhdve as the theoretical free
floating ice shelf, at least not along their entergth. We showed that the spreading rate
in the across flow direction is at least twice $ipgeading rate in the along flow direction
along the first section. For Mertz Glacier the th@come more or less equal only after
approximately 60 km from the coast line; we estedate time associated with this to be
about 50 years. More interestingly, even in thedgoof both Drygalski Ice Tongue and
Mertz Glacier Tongue we found that lateral spregdmates at least equaled the

longitudinal creep rate, signifying that these d@rdo not prevent lateral spreading and
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are not the hypothetically parallel valley wallgtlhey at first sight appear to be and that
are used in many models. Nonetheless, the fluctusiin lateral spreading do not affect
the longitudinal resistance in a significant wagee(€hapter 6.7.3).

For the areas we investigated, we showed whatlénginant forces along their
drainage areas were. The relative role of latena th their fjords declines from 100% to
60%. The relative high spreading rates that we aoreas the fjords ensures that the ice
will remain in contact with the valley walls andathrelease of back pressure is unlikely
to occur for a given ice thickness. However, if it were to thin due to external causes,
such as enhanced basal melting or reduced accuomjl#te reduced thickness at the
valley walls could lead to a change in lateral didagcause both basal melt and lateral
drag is found to be most important near the graumdine, this effect will be the
strongest there. Stancomb-Wills Ice Tongue expeesrsome shear on its entire east
margin, but almost none on the west side wher liounded by a faster moving part of
the Brunt Ice Shelf that appears to have calvethobigh there is not a defined fjord near
the grounding line, lateral shearing still accouiais 75% of the driving stress; further
along the ice tongue it is less then 5%. Figuresh@ws a comparison of cross sections
and longitudinal velocity in our study areas. Tliee of the fjord walls on the profiles
of Drygalski Ice Tongue and Mertz Glacier Tonguelearly visible in the figure. These
glaciers do not thin nearly as fast as StancomltsWié Tongue.

Our stress analysis further shows that the |laetive contribution of basal drag
clearly distinguishes the tributaries of David Gdacand Mertz Glacier from the ice
streams in West Antarctica, where resistance to fliostly stems from lateral drag and

basal drag is believed to be very small (Whilland ®¥an der Veen, 1997).
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Figure 7.2Comparison of cross sections and longitudinal vgloo our study areas:
Drygalski Ice Tongue (red), Mertz Glacier Tonguda¢k) and Stancomb-Wills Ice
Tongue (blue). Arrows denote the position where dglaeier leaves the fjord, Relative
contribution of side drag along flow is given irethgure.

7.2.2 Oceanographic significance of ice tongues

Near or adjacent to all of our study areas we fiotynyas. These are large areas
of open ocean water that do not freeze, but arewsoded by sea ice. Polynyas are
important sea ice production sites. For exampléZand Bromwich (1985) suggest that
as much as 10% of the annual sea ice productidherRoss Sea occurs in the Terra
Nova Bay polynya. The sea ice formation leads ®gtoduction of high-salinity shelf
water (HSSW). This cold high density water sinksthe bottom and polynyas are
therefore thought to be important production sae#ntarctic Bottom Water (AABW).

AABW is an important component in the global thehalne circulation and supplies
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nutrients to the deep oceans (Williams and Bind@®03). Although strong katabatic
winds are necessary to maintain a polynya, botlg&lski Ice Tongue and Mertz Glacier
Tongue play a significant role in the existencahdir adjacent polynyas, because they
prevent sea ice build up by blocking along-shoreerus (Bromwich and Kurtz, 1984;
Massom and others, 2001). The Mertz Glacier polysyihe second largest polynya in
East Antarctica (Cavalieri and Martin, 1985). Brociwand Kurtz (1984) suggest the
absence of this blocking effect as an importans@eavhy polynyas are not found along
other coasts with similar wind regimes.

The sea ice on the east side of Mertz Glacier, smdh side of Drygalski Ice
Tongue, moves with approximately the same speediaadtion as the ice tongue close
to it, but slower away from it, suggesting that tilacier and sea ice are coupled, with
shearing occurring in the sea ice. The sea ice dowlertz Glacier Tongue seems to be
coupled to the glacier even over prolonged timensd& year). Thus ice tongues play a
role in the blocking and diverging of sea ice andents, but are also partly responsible
for the formation of them.

On the other hand the sea ice and currents alse &aeffect on an ice tongue.
We showed that the presence of thick pack ice edace calving rate along parts of a
glacier significantly by cementing the ice (cha@ds). The formation of HSSW activates
an ocean circulation pattern that creates an ‘igag mechanism (Lewis and Perkins,
1986). This causes basal melting near the grourigiagwhich in turn creates fresh (less
dense) rising Ice Shelf Water (ISW) that subseduerfreezes when it becomes super-
cooled with respect to the local freezing pointlieg to basal freeze on. We showed that,

on Drygalski Ice Tongue, the pattern of basal mgland freeze on is consistent with this
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mechanism, with high melt rates near the groundimg and basal freeze on occurring
where the valley walls widen and thickness rapd#glines (chapter 4.5). In addition, sea
currents can have an effect on an ice tongue hyitisging rifting in pre-existing
crevasses, which could potentially lead to theinglef an ice tongue as demonstrated by
our calculations for Mertz Glacier Tongue (cha@es). Worth noting in this respect is
that large icebergs brought along with currentsaahde with an ice tongue and lead to
large calving events, as observed on Drygalskirmegue recently (chapter 4.6).

What exactly the consequences are for a glaciehahges in basal melt occur
depends heavily on the configuration of the betth@tgrounding line: sloping away from
the ice front or towards the ice front. On a beapslg away from the calving front,
retreat would have a less dramatic impact as werdeéd to slope towards the ice front.
From the apparent stable configuration of the gdmuon line position of Mertz Glacier
(determined from INSAR), despite very differentetitvels, Legrésy and others (2004)
conclude that the bed slope must be steep at thending line, sloping away from the
ice front. Based on this, a sudden change in bas#l would not have a very dramatic
impact. Due to the lack of accurate bed data reagtounding line of David Glacier and

Stancomb-Wills Ice Tongue it is hard to make argdpstions for these areas.

7.3 Temporal changes on ice tongues

We compared derived velocity on Drygalski Ice TomdRavid Glacier and Mertz
Glacier-Mertz Glacier Tongue with data from VELMAPOur velocity comparisons
suggest longer term steady behavior as shown iptefsga4 and 6. For Stancomb-Wills

Ice Tongue, the good agreement that was found @onflow stripe extrapolation using
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RADARSAT images from 1997 and 2000 and a Landsagerfrom 1986 advocate that
no dramatic changes have occurred. Thus for thesss ave do not find the dramatic
changes found in Greenland or the Antarctic Petangelg. Zwally and others, 2002;
Thomas and others, 2003; Thomas and others, 20@4apRand Kanagaratnam, 2006;
Luckman and others, 2006).

We also compared 3-year averaged feature trackahgciies with short term
averaged (48-day) INSAR and feature tracking vefamnd found these to agree as well
to within their error limits. Table 7.1 shows a quamson of average velocity values in
our study areas measured near the ice front andtimegrounding line. The table shows
values of 3-year averaged feature tracking resaid 48-day averaged INSAR and

feature tracking results.

Glacier 1997-2000 2000
Drygalski Ice Tongue (~140 km) 736+35 560+35 | 7441114 530+114
Mertz Glacier Tongue (~150 km) 1225+35846+35 | 1175+114 843+114

Stancomb-Wills Ice Tongue (~235 km) 1252+33000+35 | 1259+114 998+114

Table 7.1 Averaged velocity values in i @ear the ice front (black) and grounding line
(red) in our study areas (approximate length ofatfluy part is given between
parentheses). In the case of Stancomb-Wills andjdbsii Ice Tongue, where little data
at the grounding line was acquired over the 3-yiea® span, we measured velocity about
20 km downstream.
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The constant velocities that we measure over thiesespans imply that the short
term velocities are representative for longer tgpans and can be used to study longer
term glacio-dynamic processes. We believe thatlabk of any significant change in
velocity also implies that the stress field forgbareas did not change either. This, thus,
permits the combination of various datasets, ddrirem both INSAR and feature
tracking over different time spans, to optimize thedocity field in order to investigate
the stress field. The lack of major changes instudy areas, however, does not indicate
that no changes have occurred in other parts of Eamarctica. The combination of

various datasets is therefore not per se applicbévhere in East Antarctica

7.3.1 Pine Island Glacier: a changing glacier

Not all ice tongues in Antarctica proper are int@ady state. In figure 7.3 we
present feature tracking velocity of Pine IslanddBr in the Amundsen Bay region in
West Antarctica, an area known to be undergoingdréimnning (Rignot and others,
2002). We measure an average velocity of 2800'mear the calving front, making it
one of the fastest moving glaciers in Antarctiche Treature tracking results did not
provide enough coverage to warrant a detailed staesilysis, but do provide enough
velocity data points for comparison with VELMAP wgeity data from earlier studies
(figure 7.4). Figure 7.4a shows a scatter plot ttamhpares data derived in this study
(1997-2000) with VELMAP data, derived using feattra&cking techniques on Landsat
images from 1973-1975 (data by Rosanova and Luegh#nd 1986-1988 (data by
Scambos and Bohlander). The locations of data pa@re shown in figure 7.3. For the

comparison we only use those data points that vahin our velocity pixels; this
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includes 29 data points for ‘73-'75 and 456 for-88. The figure clearly shows that
velocity increased significantly over this ~25 ymé span. The amount of increase is
represented by the two difference histograms showfigure 7.4b. We measure an
increase in velocity of, on average, 210 thetween the 1986-1988 period and 1997-
2000, which is roughly a 12 year period. The averagrease in velocity between the
1973-1975 period and 1997-2000 is about 460 mTais increase occurred in a time
span of about 24 years. This suggests that thecitqeloncrease over time is nearly

constant (~19 m3 and not significantly increasing or decreasing.
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Figure 7.3 3-year averaged feature tracking veldtaft panel) and 2000 InSAR velocity
(right panel) near the calving front of Pine IslaBkcier in the Amundsen Bay region in
West Antarctica (inset). Dots in left panel are \NEAP velocity data points derived
from feature tracking on Landsat images between6II®B8 (red) and 1973-1975
(black). A comparison between VELMAP data and featwacking data is shown in
figure 7.4. The line marked 1 is the location gbrafile used for comparison between
INSAR and feature tracking velocity (figure 7.5).
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Figure 7.4 Comparison of velocity data derivedhis tstudy with earlier measurements
available through VELMAP. a) Scatter plot of 199002 velocity data points plotted
against 1986-1988 (red) and 1973-1975 (black). is)dgram of differences (same color
coding) showing that there is a doubling in velpahange between '86-'88 and '97-'00
compared to '73-"75 and '97-'00.
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Figure 7.5 Comparison between a profile derivednfra997-2000 feature tracking
velocity (blue) and 2000 InSAR velocity (red).

INSAR results in this area were especially poéeli due to the fast velocity and
associated de-correlation between acquisitions.eNlegless we are able to compare
feature tracking velocity with INSAR velocity alomagprofile close to the calving front of
the glacier (figure 7.5). The profile shows a diigaint increase in velocity along its
entire length and shows that our methods are capzhiletecting changes. We did not
observe a similar increase in velocity in any of other study areas, indicating that the

behavior of Pine Island Glacier is rather excegion
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7.4 Ice tongues can provide clues to past ice sheet behavior

Our flow stripe analysis on Stancomb-Wills Ice Toag(chapter 5.7 and 5.8)
revealed another important value of ice tonguesatifig glacier tongues can be relevant
in studying ice sheet behavior by providing indicat of past ice flow behavior and
fluctuations.

While flow stripe deviations have been observedRoss Ice Shelf and linked to
changes in dynamics (Jezek, 1984), to our knowletthgeflow line pattern on SWIT, and
the analysis we have done, provides the first glagical evidence of this type that
surge-type events can also occur and have occurfedst Antarctica. The abruptness of
the relict flow stripe deviations suggests thatsthevents can happen on short time
scales. The configuration of the valley walls ofy@alski Ice Tongue and Mertz Glacier

Tongue likely prevents similar extreme flow striji@w line deviations at those locations.

7.5 summary and conclusions

In this chapter we discussed the significance adtfhg ice tongues and provided
answers to our research questions. For David Glamggyalski Ice Tongue, Brunt Ice
Shelf-Stancomb-Wills Ice Tongue and Mertz Glaciengue, we do not find the kind of
velocity changes that are found in other more dyoaarts of Antarctica and Greenland.
Instead this study presents evidence that the nds@aeas seem to be rather stable over
longer (decadal) time scales. Based on this we ithig the stress field has likely not
changed significantly either. Additionally we shalvéhat for our research areas,

discussed in chapter 4-6, short term INSAR velesitire very similar as longer term (3
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year) feature tracking results. This suggests tratinSAR timescales (24-48 days), no
serious fluctuations occur. It should be said, giguthat we do not assert that no
significant changes could have occurred elsewheEast Antarctica.

In chapters 4, 5 and 6 we have investigated whatdtiminant forces for our
study areas are and how they vary within theirloatnts. We showed that none of these
glaciers behaves exactly like a theoretical freatfhg ice shelf for at least part of their
flow. We find lateral strain rates to be higherrthiengitudinal strain rates along a
significant length of their flow. And we find thahce a glacier leaves a valley, there is
still some lateral drag likely associated with sufsface valley walls. Only farther on the
ice tongues do lateral strain rates equal longiaidstrain rates. It emerged that both
Drygalski Ice Tongue and Mertz Glacier Tongue shewy similar behavior, as might be
expected from the peculiar similarities in configiiwn of their flow paths. The relative
role of lateral drag decreases from about 100%09% 6&long their fjords. Stancomb-Wills
glacier is much wider and longer but also expeesrateral drag near its grounding line
but not any from the adjacent Brunt Ice Shelf.

We show that the reduction of lateral drag coulteptially lead to an increase in
along-flow creep if an ice tongue were to break bfe further conclude that floating ice
tongues are important, apart from their oceanogcapile, because they can provide

clues to past ice sheet behavior and fluctuations.
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CHAPTER 8

CONCLUSIONS

8.1 Summary

Recent observations show that some outlet glagie@reenland and Antarctica
undergo rapid changes in flow velocity and ice kh&ss. At least part of these changes
has been ascribed to changes in their dynamicssiieg ice flow velocity of glaciers
and gradients in velocity are first steps in stadytheir dynamics and possible response
to climatic changes. With the launch of the CanadRADARSAT-1 satellite in 1995 and
the RADARSAT-1 Antarctic Mapping Project (RAMP) aegt opportunity arose to
derive ice flow velocity of Antarctica’s glacieremotely and averaged over various time
spans. This allowed for a detailed study of spadiadl temporal fluctuations in their
velocity and stress fields.

One of the foremost contributions of this study #re high-resolution surface
velocity maps, derived from the RAMP data, of salerajor Antarctic outlet glaciers up
to the calving front. For some of these earlieadass, to say the least, scarce. We have

improved, optimized and streamlined the featurekiregy procedure in order to extract as
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much reliable velocity data as possible from thaltreof data provided by the satellite
images. This included several steps: image pregssieg, inclusion of a variable sized
window extraction routine and noise removal.

We have used derived velocity maps to investigalecity variability and the
dynamics of several outlet glaciers in great deféd do this we extracted velocity
gradients and used this by means of ice flow moghetombination with various other
datasets, including BEDMAP, VELMAP, OSUDEM, ICESand InSAR-derived
velocity, to infer stresses acting on the glaciér. second contribution is the
implementation and investigation of implications afdifferent flow law, which has
recently been developed, in the existing force-eticigodel. We find that, depending on
the regime, derived stresses can be affected,dutiion that in order to get a true grip on
the differences, detailed information on both degtbraged grain size and temperature
are required. This is information that is often neadily available and forms one of the
major limitations of this study.

A third contribution of this study is the detailadalysis of the flow regimes of
David Glacier-Drygalski Ice Tongue, Mertz GlacieeNt Glacier Tongue and Brunt Ice
Shelf-Stancomb-Wills Ice Tongue, with special enghan their floating termini. We
investigated whether or not our selected studysaire&ast Antarctica undergo the same
rapid changes, or are susceptible to them, as st@eging glaciers found elsewhere.
The investigations revealed several interestingghiabout these glaciers. First of all we
presented velocity comparisons that suggest thew has been rather constant over
decadal timescales confirming that they do not waleapid changes currently, in sharp

contrast with some glaciers found elsewhere, sscRiae Island Glacier. Based on the
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apparent constant velocity we infer that their srdield has likely not changed
significantly either, thus permitting the combirmeatiof various data sets (averaged over
different time spans) to optimize the velocity dieh order to study their dynamics in
greater detail then previously possible. Seconalyshow that the flow stripes found on
Stancomb-Wills Ice Tongue are in fact relict flowds and likely represent evidence of a
glacial surge, followed by thinning and a groundilige retreat that occurred on
Stancomb-Wills glacier more then 100 years agos,Ttu our knowledge, is the first
glaciological evidence of such type that surge tgpents can occur and have occurred in
East Antarctica. Thirdly, we discovered a largé aifi Mertz Glacier Tongue that seems
to propagate under the influence of along-shoreeats and might ultimately be the
point of calving in the near future. Fourth, we whibat the relative contribution of side
drag declines along the fjords in our study arbasdemonstrate that the glaciers are not
immediately true free floating ice shelves onceythmave the valley walls. We find
lateral spreading rates to be at least doubleahgtudinal spreading rates. We also find
some lateral drag, likely from sub-surface valleglls; which could potentially lead to an
increase in along flow creep if an ice tongue weerebreak off or thin. Finally, we
conclude that floating ice tongues are importartaose they can provide clues to past

ice sheet behavior and fluctuations.
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8.2 Recommendations for future research

Projects such as the ICESat missions and GRACE magkessible to establish
whether changes in glacier mass and ice thickness olt is of importance to investigate
how changes in thickness over time affect the vloand stress field of real outlet
glaciers.

The timeframe of the study did not allow for detdilanalysis of many other
interesting areas. We investigated several majtletoglaciers in East Antarctica, but
many smaller and larger ones deserve more atteaiamell. One question that remains,
for instance, is why did Ninnis Glacier retreat,ilthe adjacent Mertz Glacier Tongue
advanced. It is likely that they are in a differehge of their lifespan but a detailed
dynamic investigation is needed.

Finally this study uses a variety of remotely seindatasets. New technologies
will arise that likely lead to more accurate datased allow for more detailed analyses.
As the satellite era gets longer, temporal varigbdan be studied in greater detail and
with more confidence, making it easier to establisks with climatic changes. This

study forms an important benchmark for such a austudy.
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